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Abstract—Random access protocols have been the mechanism of choice for most WLANs, thanks to their simplicity and distributed nature. Nevertheless, these advantages come at the price of sub-optimal channel utilization because of empty slots and collisions. In previous random access protocols, the stations transmit on the channel without any clue of other stations’ intentions to transmit. In this article we provide a framework to study the efficiency of channel access protocols. This framework is used to analyze the efficiency of the Binary Exponential Backoff mechanism and the maximum achievable efficiency that can be obtained from any completely random access protocol. Then we propose Learning-BEB (L-BEB).

L-BEB is exactly the same as legacy BEB, with one exception: L-BEB chooses a deterministic backoff value after a successful transmission. We call this value the virtual frame size ($V$). This subtle modification significantly reduces the number of collisions. It can be observed that, as the system runs, the number of collisions is progressively reduced. Thus we conclude that the system learns. Further, if the number of contending stations is equal or lower than $V$ and all stations consecutively successfully transmit, collisions disappear. This collision-free operation is maintained until a new station is activated and joins the contention.

L-BEB pushes the system performance beyond the upper bound inherent to completely-random access mechanisms. Moreover, L-BEB does not introduce any additional complexity to the algorithms currently in use in WLANs. All the claims in the paper are supported by extensive simulation results.

I. INTRODUCTION

The radio channel is a broadcast medium and nodes which are in each other interference range should take turns in transmitting. Simultaneous transmissions are called collisions. As a result of a collision, the messages being transmitted might be lost.

The Medium Access Control (MAC) is the function that arbitrates the access to the channel. In wireless networks, the MAC protocols play a key role in maximizing the channel utilization.

Carrier Sense Multiple Access (CSMA) and Time Division Multiple Access (TDMA) are two well known medium access mechanisms for shared medium communication systems. The former relies on stations sensing the medium before transmitting whereas the latter reserves time slices for each active station.

CSMA is simpler to operate. No tight time synchronization is required and the stations simply transmit when they have data ready to be transmitted. Thus they benefit from statistical multiplexing, supporting a larger number of bursty traffic sources. The problems arrive when two stations decide to transmit simultaneously. It may happen that the data from both transmissions is lost. Then a collision resolution mechanism must be activated. To avoid collisions, the stations distributedly execute backoff algorithms that randomly delay the transmission. Because of the random nature of the selection of transmission times, only a fraction of the time is devoted to successful transmissions, while the rest is wasted (either in the form of empty channel, or busy with collisions).

TDMA, on the other side, requires tight time synchronization among the participating stations. Additionally, a prior set-up is required to assign a time-slice (or slot) to the active stations. This set-up causes extra signaling overhead and often requires the presence of a central decision point. After the time slices are assigned, those slices are reserved for a given station. If that station has no data ready to transmit, the channel time is wasted. Conversely, if the station has a large amount of data to transmit, it can only transmit the fraction that fits in the reserved time slice. The rest of the data is buffered for later transmission. The great advantage of TDMA is that it avoids collisions and may achieve high channel efficiency.

Both CSMA and TDMA have advantages and disadvantages. The combination of the advantages of both mechanisms has been a long sought after goal. Sec. II describes related work in the subject. The prior art is characterized by its complexity, which have prevented widespread implementation of the ideas.

Sec. III briefly describes the CSMA mechanisms in IEEE 802.11 [1] which strongly rely on the Binary Exponential Backoff (BEB). This section also provides a framework to compute the performance of a backoff algorithm. It is demonstrated that an upper efficiency limit exists, under the assumption that the stations are unaware of other stations’ intentions to transmit.

In Sec. IV we show that, by a simple modification of BEB, the channel access medium is converted from pure CSMA to a hybrid CSMA-TDMA. We call the new mechanism Learning-BEB (L-BEB) because it progressively learns from both successful and unsuccessful transmission attempts, in order to migrate to TDMA-like operation. L-BEB is even simpler than legacy BEB and does not require any additional signaling. In the worst case, the performance delivered by L-BEB is the same as the performance that is currently obtained from legacy BEB.

The argumentation of Sec. IV is supported by the simulation results in Sec. V. Specifically, it is shown that L-BEB outper-
forms legacy BEB for any number of stations by reducing collisions and increasing the number of successful slots. Further, cumulative collision plots are used to show how the system learns from previous transmission attempts and the number of collisions is reduced as the simulation progresses.

Finally, the paper is concluded in Sec. VI.

II. RELATED WORK

The Aloha [2] protocol laid the foundations for many random access protocols to come. In random access protocols, the nodes optimistically send their packets. In Aloha, a node with data ready to send, sends it immediately. The nodes involved in a collision wait a random period of time before attempting retransmission. In CSMA [3], the nodes are smarter and listen before talking, thus reducing the chances of collisions.

Reservation-Aloha (R-Aloha), presented in [4] and further analyzed in [5], already proposed a combination of random access and TDMA. The time is divided in slots which are grouped in frames. The duration of the slots is fixed and the duration of frames is chosen to be longer than the propagation delay of the broadcast channel. When station $X$ successfully transmits in slot $Y$ of a frame, it implicitly reserves slot $Y$ for the next frame. The reservation can be released either explicitly, using a special flag in the last packet transmission, or implicitly by not sending a packet in the reserved slot. R-Aloha presents several disadvantages when compared to protocols that are currently in use, such as IEEE 802.11. First, the fixed length of slots implies that a high fraction of the channel time is wasted due to empty slots (In IEEE 802.11, the empty slots are orders of magnitude shorter than busy slots). Second, R-Aloha requires time synchronization among terminals. And third, the number of slots in a frame effectively limits the maximum number of active terminals. As the frame becomes full, new entrants do not have any chance to transmit. If the frame size is variable, additional signaling is required to inform all the stations about the current frame size.

Packet Reservation Multiple Access (PRMA) [6] and Centralized-PRMA [7] further extended the idea of R-Aloha to support heterogeneous (real-time and bursty) traffic. However, the improvements came at the price of higher complexity and signaling requirements.

A CSMA-TDMA hybrid MAC protocol was also explored in [8]. It is called Probabilistic TDMA (PTDMA). As in TDMA, the time is divided in time slices called slots which are grouped in frames. A station can own a slot in the frame. If this is the case, a station can transmit in that slot with probability $a$. Otherwise, if the station does not own the slot, it can also transmit with probability $b$. $a$ and $b$ satisfy the following equation:

$$a + (n - 1)b = 1$$

where $n$ is the number of senders. For low values of $n$, the behaviour of PTDMA is closer to CSMA. As the number of stations increase, the probability that a station transmits in a non-owned slot is reduced and the behaviour of PTDMA is biased towards TDMA.

In the context of wireless sensor networks, there have been recent research efforts in the field of CSMA-TDMA hybrids. Z-MAC [9] aims to join the advantages of CSMA and TDMA in a single protocol. From CSMA, it takes high channel utilization and low latency under low contention; as TDMA, it offers high channel utilization and a limited number of collisions under high contention. Differently from our proposal, it specifically addresses multi-hop networks. The downside of Z-MAC is its increased complexity, which include neighbor discovery, slots assignment, local frame exchange and global time synchronization.

As opposed to the related work described in this section, the protocol proposed in this paper is based on an extremely simple modification to the protocol currently in use. This modification can be even considered a simplification. Another key differentiation aspect is that our proposal supports different slot durations (as IEEE 802.11 does), allowing the empty frames to be shorter than transmission frames. This option dramatically boosts the performance by reducing the time that the channel remains empty. All the previous work cited above assumes fixed slot duration.

A separate line of research consists on squeezing the maximum efficiency out of BEB by tuning its operation parameters, without making any CSMA-TDMA hybridization attempts. This avenue of research has its origins in the finding that the optimal transmission probability in BEB is a function of the packet length ($l$) and the number of competing stations ($n$) [10].

It is natural to attempt to estimate the number of contending stations to optimize the performance of BEB. The fast and accurate estimation of $n$ is not a trivial task and advanced filtering techniques are required. An extended Kalman filter is used in [11] while [12] further improves the estimation by means of a bayesian approach.

Nevertheless, even if perfect estimation of the number of contending stations is achieved, the obtained efficiency never surpasses the upper bound for BEB, which is further detailed in the next section.

Our proposal easily breaks the upper bound for BEB and neither requires the estimation of $n$ nor the dynamic adjustment of the operation parameters.

III. BINARY EXPONENTIAL BACKOFF AND PERFORMANCE ANALYSIS

This section introduces Binary Exponential Backoff (BEB) which is part of the popular suite of protocols IEEE 802.11. This protocol is an example of a CSMA algorithm in which the stations transmit without any previous knowledge about other stations’ intentions to transmit. The second part of this section assesses the performance of BEB, and finds the theoretical efficiency upper bound for this sort of algorithms.

Throughout the analysis, a number of usual assumptions are adopted. These include the supposition that all the stations are in the transmission range of one another, i.e. there is no hidden terminal effect [13]. The time is divided in slots, and the stations are synchronized to those slots. Transmission attempts
can occur only at the beginning of a slot. Additionally, an ideal channel is assumed and frame losses are caused only by collisions. To simplify the analysis, all the stations transmit using the same data rate. The frame length is also the same for all stations.

A. Binary Exponential Backoff

The Medium Access Control (MAC) mechanism used in IEEE 802.11 networks is called Distributed Coordination Function (DCF). Although the standard considers also a centralized alternative - the Point Coordination Function - it has been sparsely implemented.

DCF uses a truncated Binary Exponential Backoff strategy. When a station that has its MAC queue empty receives a packet from the upper layer, it is allowed to transmit the packet after sensing the channel empty \(^1\). Otherwise, when the MAC queue is not empty and a packet arrives to the head-of-line of the MAC queue after the previous packet is successfully transmitted, the station has to backoff.

The backoff consists on drawing a number from a Contention Window \([0, \text{CW}]\) and waiting for that number of slots before transmitting. For the first transmission attempt the minimum contention window is used (\(CW_{\text{min}}\)). If there is a collision, the contention window doubles (\(CW = 2 \cdot CW_{\text{min}}\)) and the station randomly chooses a new number and waits for that number of slots before re-attempting transmission. The \(CW\) doubles after each collision until it reaches a maximum value \(CW_{\text{max}}\). After a successful transmission, the value of \(CW\) is reset to its minimum. Vanilla IEEE 802.11 takes the values 32 and 1024 for its minimum and maximum contention windows, respectively.

With the IEEE 802.11e \(^{[14]}\) standard amendment for Quality of Service support, the values of \(CW_{\text{min}}\) and \(CW_{\text{max}}\) can vary. However, the essence of the BEB remains the same.

For our analysis we will consider traffic sources that are saturated, \(i.e\). each active station has always a packet ready to transmit. Intuitively, if there is only one active station in the network, this station is expected to transmit one slot in every 16 slots. The reason is that the actual number of empty slots between transmissions will uniformly vary from 0 to 31.

It is apparent that an efficiency problem exists, since only one of every 16 slots is used while the rest remain empty. Nevertheless the problem is not as acute at it may seem at a first glance, because an empty slot is much shorter than a busy slot. Actually, the duration of an empty slot is 20\(\mu\)s in IEEE 802.11b while the duration of a successful slot is in the order of \(ms\). The exact value of the latter depends on the length of the data contained in the packet.

As the number of stations increases, the number of empty slots decreases. At the same time, there are higher chances that two or more stations transmit on the same slot and that the packets are lost due to a collision. A slot containing a collision is even longer than a successful slot. Therefore it is critical to reduce the number of collisions.

\(^1\)The channel has to be sensed idle for a DIFS (DCF Inter Frame Space) period of time.

The BEB reacts to collisions by doubling the contention window, thus diminishing the transmission rate of the stations. This reaction reduces the load on the network and should decrease the collision probability. Note, however, that it is necessary that there is one collision for the algorithm to realize that the network is highly loaded. Since the value of \(CW\) is reset to \(CW_{\text{min}}\) after a successful transmission, the station has to learn about the network congestion conditions for every packet, and every time there has to be a collision for the station to adjust its \(CW\) value. This is a relatively high price to pay for adjusting the \(CW\) to its optimal value.

Studies in \(^{[15]}\) show that small contention windows are desirable when the number of contending stations is low, since a small contention window reduces the number of empty unused slots. Conversely, for a large number of stations, larger contention windows offer better performance because they reduce the collision probability. The framework provided by IEEE 802.11e can be used to dynamically tune the values of \(CW_{\text{min}}\) and \(CW_{\text{max}}\) to adapt to the number of contending stations. However, as explained in the previous section, this strategy requires previous estimation of the number of active stations \(n\) \(^{[12]}\).

The qualitative analysis of BEB presented above describes the trade-off incurred in choosing the right \(CW\). A quantitative analysis of BEB can be obtained using Markov Chains and the assumption that, regardless of the number of retransmissions, a packet collides with constant probability \(^{[16]}\). Using that model, it is possible to compute the probability that a given station attempts transmission in a given slot (\(\tau\)). This probability can then be used to obtain the probability of an empty, a successful and a collision slot. With these values, the overall performance of BEB can be evaluated and compared to other mechanisms.

The backoff process pursues the random distribution of the transmission attempts among the slots. An important goal is to maximize the number of successful transmissions while minimizing the collision probability. It is also important to keep the number of empty slots relatively low. However, an empty slot is much more desirable than a collision since the duration of the empty slots is orders of magnitude lower than the duration of a collision.

B. Efficiency of CSMA Algorithms

In CSMA algorithms the stations autonomously decide whether to transmit or not. The transmission probability (\(\tau\)) is the key parameter that determines the probability of empty, successful or collision slot (\(P_\tau\), \(P_s\) and \(P_c\) \(^2\) respectively). For a given number of contending stations \(n\):

\(^2\)The notation \(P_c\) is used in this paper to denote the probability that a slot is busy with collision. This is different to the conditional collision probability (\(p_c\) or \(p_{c|s}\) in many papers) which is the probability that a collision occurs conditioned to the event that a tagged station attempts transmission.
\[ P_c = (1 - \tau)^n, \quad (2) \]
\[ P_s = n\tau(1 - \tau)^{n-1}, \quad (3) \]
\[ P_e = 1 - P_c - P_s. \quad (4) \]

The transmission probability \( \tau \) for BEB can be derived from [16] and is:
\[
\tau = \frac{2(1 - 2p_{cc})}{(1 - 2p_{cc})(CW_{\text{min}} - 1) + p_{cc}CW_{\text{min}}(1 - (2p_{cc})^m)},
\]
\[ p_{cc} = 1 - (1 - \tau)^{n-1}. \quad (5) \]

\( p_{cc} \) is the conditional collision probability; the probability that a collision occurs given that one tagged station is attempting transmission. \( CW_{\text{min}} \) is the minimum contention window and \( m \) the maximum backoff stage:
\[
m = \log_2 \left[ \frac{CW_{\text{max}}}{CW_{\text{min}}} \right]. \quad (6) \]

We define the efficiency (\( \phi \)) as the fraction of time that the channel is used for successful transmissions. It is understood that the time that the channel remains empty or busy with collisions is wasted. The efficiency is a function of the probabilities described in (2) - (4) and the duration of an empty, successful and collision slot \( (T_s, T_a \text{ and } T_c \text{ respectively}) \).
\[
\phi = \frac{T_sP_s}{T_sP_s + T_aP_a + T_cP_c}. \quad (7)
\]

In (7) we can observe that the duration of empty, successful and collision slots also affect the observed efficiency. While \( T_s \) is constant and defined in the standard, \( T_a \) and \( T_c \) are a function of the length of the frames. The duration of successful and collision slots are similar, thus the duration of a collision can be approximated to the duration of a successful slot \( T_c \approx T_s \). Using the approximation and substituting (2) - (4) into (7) we obtain:
\[
\phi = \frac{n\tau(1 - \tau)^{n-1}}{1 - \frac{T_s}{T_c}T_a(1 - \tau)^n}. \quad (8)
\]

From (8) it can be observed that the efficiency increases when using large frames. Given a number of contending stations \( n \) and a successful slot duration \( T_s \), the optimal transmission probability \( \tau \) that maximizes efficiency satisfies:
\[
\frac{d\phi}{d\tau} = \frac{(1 - \tau)^{n-1} + (n - 1)\tau(1 - \tau)^{n-2}}{1 - \frac{T_s}{T_c}T_a(1 - \tau)^n} - \frac{T_c - T_a}{T_s - T_a}n\tau(1 - \tau)^{2(n-1)} \left(1 - \frac{T_s}{T_c}T_a(1 - \tau)^n\right)^2 = 0 \quad (9)
\]

In Figure 1, the efficiency using optimal values of \( \tau \) (derived from (9)) is plotted. This values are compared to the ones that are actually obtained when using the values of \( \tau \) provided by legacy BEB (which are derived from (5)).

The curves in Figure 1 for optimal transmission probability represent an upper bound for BEB, and for those protocols that simply tune the parameters of BEB in response to the number of competing terminals. To surpass that upper bound, it is not sufficient to adjust the size of the \( CW_{\text{min}} \). Conversely, it is required that the stations gain some kind of knowledge about the other stations’ future intentions to transmit. This can be achieved by setting the stations’ backoff to a deterministic value after a successful transmission.

IV. LEARNING-BEB

In BEB, the stations randomly access the channel, without any attempt to collect any feedback from previous transmission attempts. This means that, if two saturating stations compete for the channel for a long time, the collision probability perceived by the stations remains constant. After a transmission attempt, a station samples a random backoff number from \( CW_{\text{min}} \) if the transmission attempt was successful. Otherwise, the current contention window is doubled before drawing the backoff number.

It is easy to modify the protocol to allow the stations to learn from previous transmission attempts and decrease the number of collisions. Consider the same example of two stations competing for the channel. In this case, the stations use a constant backoff value \( (V = 16) \) after a successful transmission. At the beginning, the two stations randomly transmit without any knowledge about the other station’s intention to transmit. However, as soon as the two stations successfully consecutively transmit, each of the stations periodically transmit every \( V = 16 \) slots. Since the selection of the transmission slot is deterministic, the chances of suffering collisions disappear, and the stations will orderly transmit in a TDMA fashion.

Figure 2 shows a graphical example. It represents two time
lines divided in slots. Even though the actual duration of empty, successful and collision slots is different, in the figure they are all represented equal for simplicity.

In the upper time line, the stations operate using legacy BEB. The two stations collide in their first transmission attempt. The stations double their contention window and draw backoff values, specifically 13 and 22. After 13 empty slots, STA 0 transmits, and obtains a new backoff value equal to 23. After 8 empty slots, STA 1 successfully transmits and draws a backoff value of 14. The result, in this example, is that both stations will collide in their following transmission attempt.

In the lower time line of Figure 2 the stations use Learning-BEB (L-BEB), which is the backoff mechanism proposed in this paper. The beginning of the example is similar: the two stations collide and draw different backoff numbers. At this point, the behaviour of the system will become completely deterministic. STA 0 successfully transmits and thus sets its backoff counter to $V = 16$. After eight empty slots STA 1 successfully transmit and sets its backoff counter to $V = 16$. 6 empty slots later, STA 0 successfully transmits again. And after eight empty slots it is STA 1’s turn. Both stations continue to transmit in turns occupying slots 0 and 9 of a virtual 16-slot TDMA frame. The suppression of collisions should be warmly welcomed because implies more efficient channel utilization.

We introduce the concept of virtual frame to highlight the similarities with TDMA. The virtual frame consists on $V$ slots. Throughout this article we consider $V = 16$ for similarity with legacy BEB. In legacy BEB a station uniformly draws a random number between 0 and 31 after a successful transmission. Thus we choose L-BEB to wait for 16 slots after a successful transmission. The value of $V$ can be tuned to adjust the behaviour of L-BEB. Although we provide some insights about the implications of tuning $V$ by the end of this section, an exhaustive study is considered out of the scope of this work.

In the example in Figure 2, the virtual frames appear as a dotted line. After a successful transmission, a station will retransmit in the same slot position in the next virtual frame. In Figure 2, if we number the frame’s position from 0 to 15, STA 0 and STA 1 transmit in positions 0 and 9 respectively.

The frame is virtual because there is neither explicit signaling nor configuration to assign a slot to a station. Additionally, the virtual frame only applies to those stations that successfully transmit, because the rest operate as in legacy BEB by selecting random backoff numbers. Moreover, a station that deterministically selects its next transmission slot does not have any kind of reservation for that slot.

For exemplifying purposes we have considered the simplest case of two contending stations. Nevertheless, the same conclusions apply for an increasing number of stations up to $V$. There is an initial transitory phase in which collisions occur and the stations try to find their place in the virtual TDMA frame. A station that successfully transmits in a given slot of the virtual frame, will keep transmitting in the same slot until a collision occurs. If a collision occurs, the station should draw a random backoff number from a doubled contention window.

Eventually, all the stations will sequentially successfully transmit. At this point, each station has found its slot in the virtual frame and collisions will vanish.

Obviously, the higher the number of contending stations, the longer it will be the transitory operation of the protocol, since it is more difficult that all stations choose a different slot. In a naive approximation, we consider the probability that $n$ stations choose different slots from a $V$-slot virtual frame.

$$\prod_{i=1}^{n-1} \left( 1 - \frac{i}{V} \right) ; \quad 1 < n \leq V \quad (10)$$

If the value of $n$ is low, all the stations will probably choose a slot different from the others. Oppositely, when the value of $n$ is larger, it is more probable that some of the stations successfully transmit while others collide. Continuing with the approximation of the virtual frame, if $n_s$ ($n_s < n$) stations successfully transmitted in the previous virtual frame, the probability that the rest of stations choose a slot that does not result in collision is:

$$\prod_{i=n_s}^{n-1} \left( 1 - \frac{i}{V} \right) ; \quad 1 \leq n_s < n \leq V \quad (11)$$

The intuition is that the higher the value of $n_s$, the closer we are to the TDMA operation of the system. In the next section, simulations will be used to find out how long it takes to reach the stationary condition, depending on the number of active stations.

Special attention deserves the case in which the number of contending stations $n$ is greater than the size of the virtual frame ($V$). It is not possible to fit more than $V$ stations in a frame containing $V$ slots. Thus, the system will not reach stability and the collisions will not completely disappear, no matter how long the system is running. Nevertheless, the system still performs as a CSMA/TDMA hybrid and, therefore, outperforms pure CSMA. There will be some stations that successfully transmit and deterministically choose their backoff, while the others collide and operate as CSMA stations.

A. Limitations of L-BEB

L-BEB shows its full potential after a short period of learning process. Ideally, after each station has found its place in the virtual frame, the system operates without collisions, until a perturbation moves the system back to the transitory phase. This perturbation could appear in the form of a new station entering the contention. It might happen that the new entrant successfully transmits in its first transmission attempt. If this is the case, no collision occurs and the systems continues its TDMA-like operation. Otherwise, when a collision occurs, there will be two stations selecting a random backoff algorithm before re-attempting transmission. This two stations might, in turn, generate new collisions initiating a chain reaction that brings the system to its transitory CSMA-like operation. Therefore, in a scenario with a high number of new entrants (in the order of multiple new reincorporations per second), the
medium access mechanism will be closer to CSMA and the advantages of using L-BEB will not be so obvious.

The transitory operation of the protocol can be shortened by increasing \( V \). It can be observed that a higher value of \( V \) leads to higher success probabilities in (10) and (11). Moreover, a higher value of \( V \) allows for more terminals to operate in a collision-free fashion since collision-free operation is only possible when \( n \leq V \). However, increasing the virtual frame size \( V \) has the side effect of lowering the efficiency when the number of contending stations is low. One could argue that \( V \) should be chosen as a function of the number of contending stations. However, the estimation of the number of contending stations is not trivial. For this reason, we opt for a static configuration of \( V \) for the paper and leave the dynamic selection of \( V \) for further study.

In a realistic scenario, a packet might be lost due to bad channel conditions. A station losing a packet would not be able to differentiate whether the packet was lost due to a collision or because of poor channel conditions. In any case, the station will double the contention window and draw a random backoff number. This action will also endanger the stability the same way a new entrant does.

Finally, the argumentation in Figure 2 is valid only if all the stations share the same vision of the channel, i.e. if all the stations can listen to all the successful and collision slots. If there is a station that can not listen to another station transmission, the slot count would be different for different stations and the system performance would be the same as the one obtained in BEB. This last problem can be alleviated by using request-to-send and clear-to-send packets (RTS/CTS).

RTS/CTS signaling packets are transmitted before the actual data transmission and include a Network Allocation Vector (NAV) that describe the channel occupation intentions. RTS and CTS are sent by the sender and the receiver, respectively. Therefore, the channel occupation information reaches all the stations that can hear either the sender or the receiver. The RTS/CTS also limits the impact of collisions, since collisions can only occur in signaling (short) packets. Nevertheless, the RTS/CTS mechanism adds extra signaling overhead thus reducing the overall efficiency of the channel.

V. SIMULATION RESULTS

The goal of the simulations\(^3\) is to show that a performance improvement can be obtained by substituting BEB for L-BEB. The performance is a function of the number of empty, successful and collision slots. It is desirable to maximize the number of successful slots while minimizing the number of collisions. Empty slots play a minor role in the performance evaluations, because they are much shorter than successful transmissions and collisions.

By counting the number of successful and collision slots, the performance of a backoff algorithm can be evaluated. Nevertheless, while the performance of BEB is maintained along the simulation, L-BEB learns and delivers better performance by the end of the simulation. However, we will postpone the analysis of the evolution of the performance of L-BEB. For the first round of simulations, the average number of empty, successful and collision slots in the first 1000 slots are studied.

The value of 1000 is arbitrary, choosing a higher value would highlight the advantage of L-BEB whereas a lower value would bring the curves in the plots closer. Please note that even though all the simulations contain the same number of slots, the simulated time of the different simulations is not equal. The reason is that the duration of empty, successful and collision slots is different. Assuming a successful transmission time \( T_s = 6.64 \) ms and that halve of the slots are empty, the duration of 1000 slots would be 3.33 seconds.

The number of active stations in the simulations ranges from 2 to 20. Figure 3 compares the number of collisions in the first 1000 slots when using BEB and L-BEB. Each simulation is repeated 100 times and both the average and the 95% confidence interval are computed. It can be observed that by employing L-BEB instead of BEB, the number of collisions is reduced for any number of stations from 2 to 20. Even when

\(^3\)The simulations were performed in Octave. All the scripts are available upon request to the corresponding author.
the number of stations is greater than the size (in slots) of the virtual frame \( V \), L-BEB consistently achieves a lower number of collisions than BEB.

Figure 4 shows the number of successful slots. The first observation is that the number of successful slots is much higher when using L-BEB. This is a direct consequence of the lower number of collisions. Remember that, after a collision, the stations double their contention window and therefore reduce their transmission rate. L-BEB, reduces the number of collisions and allows the stations to keep a higher sending rate. Further, thanks to the CSMA-TDMA hybridization, L-BEB permits that the higher transmission rate does not translate to a higher number of collisions. This is true even when the number of contending stations is higher than the number of slots in the virtual frame.

The values in Figure 4 are those obtained in the first 1000 (transitory) slots. In steady state (collision-free) operation, the fraction of successful slots is \( n/V \) for \( n \leq V \).

The original goal of the article was to increase the efficiency of the MAC access protocol by reducing the number of collisions. When the stations orderly and deterministically transmit, it is possible to outperform legacy BEB. It is also possible to cross the upper limit associated to random transmission. This is shown in Figure 5. The values of the axes replicate those of Figure 1 to ease comparison. The efficiency values presented in Figure 5 are those obtained during the first 1000 slots. As the system keeps learning, the efficiency further increases. The efficiency is a also a function of the frame length; for this reason, the efficiency is plotted for two values of \( T_s \) (the same values that were used in Figure 1).

Figure 6 evaluates the duration of the transitory in L-BEB. The transitory is characterized by collisions, while in steady-state conditions collisions theoretically disappear for \( n \leq V \). To evaluate how the number of collisions fluctuate along the first 1000 slots, we plot the cumulative number of collisions. The cumulative number of collisions steadily grows at the beginning of simulations and becomes flat as the simulation advances and collisions disappear. The results presented in the plot are the average of the 100 simulations.

It can be observed that when the number of stations is 8, the steady-state condition is reached in about 200 slots. If the number of active stations is increased to 12, the steady-state condition is not reached within the simulation, since the curve does not become completely flat. Nevertheless, a reduction in the number of collision can be appreciated as the simulation progresses. Finally, for the case of \( n = V \), the number of collisions is high even by the end of the simulation. Even though it is theoretically feasible to reach a steady-state condition without collisions for \( n = V \), the probabilities are so small that it is not something that we can expect to happen in simulated or real scenarios.

VI. Conclusion

This article addresses MAC protocols for wireless local area networks. In the extensively used Binary Exponential Backoff, the stations randomly select backoff (waiting) values to separate transmission attempts. Prior art struggled to optimize the parameters of BEB to improve its efficiency. Nevertheless, even if optimal transmission probability is used, the efficiency of the channel utilization is far from 100%. The explanation is that the stations blindly transmit, unaware of other stations's intentions to transmit.

We propose a framework to compute the efficiency of a MAC mechanism and we apply it to analyze BEB. We also derive the maximum efficiency that can be obtained from non-learning backoff schemes. Then we suggest a minor change to BEB: choosing a deterministic backoff value after a successful transmission, instead of a random one. By this simple modification, we allow that the stations learn from both collisions and successful transmission, thus reducing the chances of future collision. The system initially performs as legacy BEB, but after a few transmissions, the benefits of learning become clear and the collisions diminish. When the
a long time in transitory operation. During the transitory, collisions still occur. Nevertheless, the number of collisions is lesser than in legacy BEB. If the number of contending stations is greater than the virtual frame size $V$, the system never reaches a steady-state (collision-free) condition. However, even in this extreme situation, L-BEB still outperforms BEB.

The main contribution of this paper is suggesting a minor change in the Binary Exponential Backoff that reduces the complexity and dramatically boosts efficiency.
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