The epileptic process as nonlinear deterministic dynamics in a stochastic environment: an evaluation on mesial temporal lobe epilepsy
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Abstract

The theory of deterministic chaos addresses simple deterministic dynamics in which nonlinearity gives rise to complex temporal behavior. Although biological neuronal networks such as the brain are highly complicated, a number of studies provide growing evidence that nonlinear time series analysis of brain electrical activity in patients with epilepsy is capable of providing potentially useful diagnostic information. In the present study, this analysis framework was extended by introducing a new measure $\zeta$, designed to discriminate between nonlinear deterministic and linear stochastic dynamics. For the evaluation of its discriminative power, $\zeta$ was extracted from intracranial multi-channel EEGs recorded during the interictal state in 25 patients with unilateral mesial temporal lobe epilepsy. Strong indications of nonlinear determinism were found in recordings from within the epileptogenic zone, while EEG signals from other sites mainly resembled linear stochastic dynamics. In all investigated cases, this differentiation allowed to retrospectively determine the side of the epileptogenic zone in full agreement with results of the presurgical workup. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

A general concept in science is the characterization of dynamical systems from the analysis of variables evolving in time, such as the EEG. In epileptology, analyses of intracranial EEG recordings are generally considered valuable for a characterization of the spatio-temporal dynamics of the epileptogenic process. While the expert’s visual inspection of both the ictal and interictal EEG morphology, frequency and amplitude is still the standard for focus localization, computerized EEG analysis methods have obtained increas-
ing attention in the past few decades (Lopes da Silva et al., 1986; Alarcon et al., 1997). A rich literature deals with the extraction of measures based on power spectral estimates (Gersch and Goddard, 1970; Nuwer, 1988; Panet-Raymond and Gotman, 1990; Marciani et al., 1992; Alarcon et al., 1995; Drake et al., 1998). The ability of this measure to discriminate between deterministic and stochastic dynamics, however, is confined to linear systems, i.e. systems in which cause and effect are proportional. Deterministic dynamics can be distinguished from stochastic dynamics by the existence of an unambiguous relation between present and future states. Because the dynamical behavior of individual neurons is governed by threshold and saturation properties, nonlinearity is introduced to neuronal networks already on the cellular level. Even in simple deterministic dynamical systems, nonlinearity can give rise to erratic and aperiodic behavior that appears to be stochastic within the scope of power spectral analysis methods. Comprehension of such complex dynamical systems can be achieved with the help of concepts of deterministic chaos (Schuster, 1989). Within this framework, nonlinear time series analysis (NTSA) offers a variety of algorithms and measures, each extracting different dynamical features from the underlying dynamical system (Kantz and Schreiber, 1997).

Though neuronal networks are doubtlessly much more complicated than those systems for which NTSA was originally developed, a number of authors have investigated whether the application of these techniques to the EEG can reveal traits of neuronal dynamics. In early studies, low values of the correlation dimension and positive values of the largest Lyapunov exponent (LLE), calculated from scalp EEG recordings during epileptic seizures, were interpreted as evidence for underlying chaotic and thereby deterministic dynamics (e.g. Babloyantz and Destexhe, 1986; Frank et al., 1990). Iasemides et al. (1990) extracted LLE from EEGs recorded with intracranial subdural electrodes in a patient with temporal lobe epilepsy during the peri-ictal state. Authors concluded that the reported ‘change in chaoticity’ traced by the spatio-temporal LLE profiles might be useful to detect onset and spatial spread of ictal discharges. In the following years, a number of authors questioned the evidence of deterministic chaos data by discussing and re-examining the probative force of absolute values of NTSA-measures (Theiler, 1995; Theiler and Rapp, 1996; Schreiber, 2000). Investigating peri-ictal EEGs recorded intracranially in kindled rats Pijn et al. (1991) were the first to calculate the correlation sum for both the EEG and stochastic control signals. Their method of constructing stochastic control signals was later generalized to the concept of surrogate data (Theiler et al., 1992).

In more recent studies, a number of authors have pursued the idea that NTSA might contribute to a spatial characterization of the epileptogenic process even during the interictal state. Lehnertz and Elger (1995) and Weber et al. (1998) successfully lateralized the epileptogenic zone (Lüders and Awad, 1991) in larger groups of patients with unilateral temporal lobe epilepsy extracting a complexity measure based on an effective correlation dimension from invasive or semi-invasive EEG recordings. Widman et al. (2000) recently demonstrated the applicability of this method to neocortical lesional epilepsies. Investigating the detectability of nonlinearity, Casdagli et al. (1997) used the correlation sum exclusively as statistics for a surrogate test and refrained from any further evaluations concerning finite or infinite dimension (cf. Rombouts et al., 1995). For two patients with mesial temporal lobe epilepsy, Casdagli et al. (1997) established prominent nonlinearities in signals recorded intracranially from the epileptogenic hippocampus and from interictal spike foci during the peri-ictal state.

The concept of the correlation sum and with it the correlation dimension is most appropriate for the analysis of deterministic dynamical systems (Kantz and Schreiber, 1995), whereas properties of stochastic dynamics, which are, in principle, of infinite dimension, may cause spurious detections of low dimensionality (Osborne and Provenzale, 1989; Rapp et al., 1993). Thus, the correlation dimension alone allows no unambiguous distinction between deterministic and stochastic dynamics. Different approaches were developed for a straightforward discrimination between nonlinear
deterministic and linear stochastic dynamics (e.g. Casdagli, 1989; Kaplan and Glass, 1992; Wayland et al., 1993; Salvino and Cawley, 1994; Kaplan, 1994). Applying these methods to brain electrical activity, several authors ruled out indications for nonlinear deterministic dynamics in scalp EEG recordings from healthy volunteers (Glass et al., 1993; Palus, 1994; Jeong et al., 1999). Comparing different tests for determinism as well as different types of surrogates, Schiff and Chang, 1992; Schiff et al. (1994) and Chang et al. (1994) analyzed data from several experimental animal models. Indications of nonlinear deterministic dynamics were found only in a small fraction of the investigated cases, including seizure-like activity in a rat hippocampal slice in an epilepsy model (Schiff et al. 1994). So et al. (1998) recently established indications of deterministic components by extracting unstable periodic orbits (So et al., 1997) from interspike intervals. These indications were found in intra- and extracellular measurements from rat hippocampal slices and in interictal spike intervals from an EEG recording in a patient with epilepsy. Interictal spikes, however, are known to represent an infrequent spatio-temporal phenomenon.

Based on the hypothesis that the epileptogenic process can be characterized as nonlinear deterministic dynamics in an otherwise linear stochastic environment of brain electrical activity, the measure \( \hat{\xi} \), which combines the methods of coarse-grained flow average (Kaplan and Glass, 1992) and improved surrogates (Schreiber and Schmitz, 1996), was specifically designed to be used as a straightforward test for nonlinear determinism. This test was applied to continuous intracranial EEG recordings of patients with mesial temporal lobe epilepsy to evaluate its merit for a spatial characterization of the epileptogenic process.

2. Methods

2.1. Patient characteristics

Twenty-five patients with pharmacoresistant mesial temporal lobe epilepsy (MTLE) were included in this retrospective study. The mean age of the 12 female and 13 male patients was 31 ± 9 years, ranging from 10 to 46 years. The age at onset of epilepsy was 11 ± 9 years, ranging from 0 to 36 years. All patients were evaluated for epilepsy surgery according to the Bonn protocol of presurgical evaluation (cf. Engel, 1993) and were diagnosed as having a unilateral mesial temporal seizure origin (16 left, nine right). Selective amygdalohippocampectomy led to post-operative complete seizure control in all cases, followed up for at least 2 years by our outpatient department. Histopathological evaluation of the resected brain tissue demonstrated hippocampal pathology with signs of atrophy and varying degrees of sclerosis in all patients.

2.2. Recording techniques

A total of 82 artifact-free electrocorticographic (ECoG) and stereoelectroencephalographic (SEEG) recordings were analyzed. Included in the study were all recordings that were archived during the pre-surgical work up and did not contain periods of ictal or post-ictal activity, hyperventilation or other seizure provocation techniques. The presence or absence of inter-ictal epileptiform activity or levels of anti-convulsive medication, however, did not serve as a selection criterion. Recording lengths varied from 20 to 220 min, with an average total length of 84 min per patient. The EEG was recorded under video control in an electrically shielded room using chronically implanted subdural and intrahippocampal depth electrodes (cf. Fig. 1). Subdural electrode contacts of 2.5 mm diameter consisted of stainless steel with an intercontact distance of 10 or 15 mm, respectively, depending on their cortical localization. Bilateral silastic depth electrodes of 1 mm thickness were implanted stereotactically via the longitudinal axis of the hippocampal formation using an occipital approach (cf. Spencer et al., 1993; Van Roost et al., 1998). Each electrode carried ten cylindrical contacts of a nickel-chromium alloy with a length of 2.5 mm and an intercontact distance of 4 mm. After implantation, correct electrode placement was verified using cranial computer tomography and magnet resonance imaging scans.
EEG signals were passed to a 128-channel amplifier system with band-pass filter settings of 0.53–85 Hz (12 dB/oct.) using a common average reference (omitting those electrodes which have been proven to contain obvious pathological activity during a pre-analysis). After 12-bit A/D conversion, the data for each channel was written continuously onto the disk of a data acquisition computer system at a sampling time of 5.76 ms.

2.3. Calculation of the estimate ξ

The measure ξ is introduced in the present study in order to discriminate between nonlinear deterministic and linear stochastic dynamics. It is based on the coarse-grained flow average Λ that aims to distinguish deterministic and stochastic dynamics (Kaplan and Glass, 1992). This measure quantifies the degree to which nearby segments of trajectories point to similar directions in a state space that is reconstructed using delay coordinates (Takens, 1981) and coarse grained into hypercubes. As already stressed by Kaplan and Glass (1992), it is essential to calculate Λ for both the original time series and an ensemble of surrogate time series (Theiler et al., 1992; Schreiber and Schmitz, 1996). The latter are constructed to share certain linear properties with the original time series, but are otherwise random. For a detailed description of these techniques refer to Appendix A.

Both the calculation of Λ and the generation of surrogate time series require stationarity of the dynamics under investigation. On the other hand, the length of the time series is essential to sufficiently cover the hypercubes with individual passes of the trajectory and thus, to reliably calculate Λ. As a compromise between these requirements, the length of EEG segments was set to 23.6 s (4096 data points). Discontinuities between the end and beginning of a time series are known to cause spurious frequency components in the power spectrum used for surrogate generation. To circumvent this problem, segments were cut out of longer epochs of 24.6 s length in a way that the amplitude difference between the last and first data point was within the range of amplitude differences of consecutive data points and the slopes at end and beginning of the time series had the same sign.

In order to maximally unfold and resolve unknown dynamics, high values of both the embedding dimension and the number of hypercubes should be chosen. However, given a restricted number of data points, the ranges of these two parameters are limited. If either exceeds reasonable values, a sufficient amount of trajectory passes through individual hypercubes again cannot be guaranteed. In consideration of these constraints, a pre-analysis showed that a sufficient number of passes through the hypercubes could be obtained for an embedding dimension of $m = 6$. The number of hypercubes $b$ was adjusted with respect to the analyzed time series. Depending on the quotient of the amplitude range and variance of the time series, $b$ values ranged from 6 to 20. This adaptation was necessary to ensure that occasional events with high amplitudes, such as spikes, do not lower the resolution of $\Lambda$.

The last parameter to be set was the reconstruction delay $\tau$. For small values of $\tau$, the trajectory is not unfolded but stretched out along the diagonal of the state space. An alignment of nearby
Fig. 2. Dependence of the coarse grained flow average $\Lambda$ on the reconstruction delay $\tau$ for selected EEG segments. The reconstruction delay is in units of the sampling time (5.76 ms). Dashed lines connect $\Lambda$ values calculated for the EEG, solid lines are used for mean values calculated from the surrogate ensemble. Error bars denote 2 S.D. Concordance within error bars of the two curves is established for (a), (c) and (d), corresponding to $\zeta = 0$. For (b) the mean of the surrogate ensemble even exceeds values obtained for the EEG, also resulting in $\zeta = 0$ (cf. Eq. (1)).

trajectory segments due to linear correlations is therefore predominant, causing high values of $\Lambda$ regardless of whether or not deterministic dynamics are present. On the other hand, high values of $\tau$ will lead to an overfolding of the trajectory, destroying a possible deterministic alignment of nearby trajectory segments. Rather than use a fixed value of the time delay, the estimate $\zeta$ was therefore defined by summing over a range of delays:

$$\zeta = \sum_{\tau = 5}^{\tau = 20} \Delta \Lambda(\tau)$$

where

$$\Delta \Lambda(\tau) = \begin{cases} 
\Lambda_{\text{EEG}}(\tau) - \overline{\Lambda_{\text{SUR}}(\tau)} & \text{if} \\
0 & \text{else}
\end{cases}$$

$\Lambda_{\text{EEG}}(\tau) > \overline{\Lambda_{\text{SUR}}(\tau)} + 2\sigma(\overline{\Lambda_{\text{SUR}}(\tau)})$  \hspace{1cm} (1)

The overbar denotes the mean of ten iterative amplitude-adjusted surrogates. Non-zero values of $\zeta$ are obtained if and only if $\Lambda_{\text{EEG}}(\tau)$ exceeds $\Lambda_{\text{SUR}}(\tau)$ by $> 2$ S.D. for at least a subrange of the predefined reconstruction delay range. Values of $\zeta$ from a moving-window-technique (50% overlap of consecutive windows) were first averaged over time for each electrode (cf. Figs. 1 and 4; notation $\langle \zeta \rangle$). Subsequently, $\langle \zeta \rangle$ values were averaged over electrodes belonging to the respective recording region (cf. Fig. 1; notation: $\overline{\zeta}$).
3. Results

Detailed results for selected EEG windows (cf. Figs. 2 and 3) illustrate various degrees to which values of the coarse-grained flow average calculated for the EEG ($\lambda_{EEG}(\tau)$) did deviate from the distribution calculated from the respective surrogate ensemble ($\lambda_{SUR}(\tau)$).

For examples (a), (c) and (d) in Fig. 2, $\lambda_{EEG}(\tau)$ is within 2 S.D. of the respective $\lambda_{SUR}(\tau)$ distribution, corresponding to $\xi = 0$. Following Eq. (1), $\xi = 0$ also results for cases such as example (b) in Fig. 2, where $\lambda_{SUR}(\tau)$ significantly exceeds $\lambda_{EEG}(\tau)$. (cf. Fig. 3 and Eq. (1)). In contrast, all examples of Fig. 3 correspond to $\xi > 0$.

Results of $\xi$ analyses of an EEG recording (duration: 20 min) using a moving window are shown in Fig. 4. Apart from a high variability in time, a clear spatial gradient of $\xi$ is visible. On average, highest values were obtained for recordings from within or adjacent to the epileptogenic zone, i.e. the mesial temporal lobe.

Summarizing the results for all patients, mean values for the different recording locations are depicted in Fig. 5(a–c). First, a high inter-individual variability of $\xi$ values is notable. Comparing only homologous recording regions for individual patients, higher $\xi$ values were calculated for EEGs recorded from mesial temporal structures of the focal hemisphere in all investigated cases (cf. Fig. 5(a) and Table 1). On this basis, the epileptogenic zone could be lateralized correctly.

For those patients implanted with additional subdural strip electrodes, the comparison of homologous structures was extended to recording regions adjacent to (basal region) and remote from (lateral region) the epileptogenic zone. Here, higher $\xi$ values were calculated for focal hemisphere in 15 of 17 (basal region) and in eight of 12 (lateral region) cases. Hence, the clear discrimination diminished with increased distance from the epileptogenic focus (cf. Fig. 5(b,c) and Table 1).

When the comparison was extended to differences in between $\xi$ values obtained from non-ho-

Fig. 3. Same as Fig. 2. For the examples given here, $\lambda_{EEG}(\tau)$ exceeds from $\lambda_{SUR}(\tau)$, corresponding to nonzero values of $\xi$. 
mologous structures, maximum values of $\xi$ were found for the mesial temporal recording site in 11 of 17 cases. For the remaining cases, maximum values were found for the ipsilateral basal temporal recording region in five cases and even contralateral to the epileptogenic zone in one case. These cases are marked by asterisks in Fig. 5(b). In no case did the lateral temporal recording sites exhibit maximum values.

4. Discussion

In the present study, the measure $\xi$ that aims at discriminating nonlinear deterministic dynamics from linear stochastic dynamics, has been introduced. Values of this measure were calculated from intracranial interictal EEG recordings of patients with postoperatively verified unilateral mesial temporal lobe epilepsy. Summarizing the results, higher values of $\xi$ were calculated for the EEGs recorded within the epileptogenic zone compared to those obtained for homologous contralateral structures in all 25 cases. If these findings are interpreted as a correct retrospective lateralization of the epileptogenic zone, it follows that $\xi$ can contribute to a spatial characterization of the epileptogenic process even without the necessity to observe actual seizure activity.

A correct lateralization based on results obtained only from the pair of intrahippocampal depth electrodes requires the a priori knowledge of the definite mesial location of the epileptogenic zone. This knowledge also allows the attribution of the decreasing discriminating power found for the basal and lateral regions to their increasing distance from the epileptogenic zone. However, the investigation whether this information could also be confirmed a posteriori by comparing $\xi$ values for different brain regions revealed less discriminative results: maximum $\xi$ values were found for the ipsilateral basal region and in one case even contralateral to the epileptogenic zone. Hence, further studies dealing with patients with extra-mesial epilepsies are required to evaluate sensitivity and specificity of the measure $\xi$ for the epileptogenic process.

A high temporal variability of $\xi$ values was found on both short and long time scales. Since recordings were not selected to fulfill standardized conditions, this variability might be attributed to factors such as varying levels of anticonvulsive medication (Lehnertz and Elger, 1997) or changes in vigilance (Fell et al., 1996) that have been shown to affect NTSA-measures calculated from the EEG.

As for any NTSA-measure, the interpretation of absolute values of $\xi$ calculated from EEG time
series remains difficult. Nonzero values of $\zeta$ do not provide a sufficient criterion for the detection of nonlinear determinism. On the one hand, nonstationarity causes a rejection of the null hypothesis of the surrogates, which are stationary by construction. The deviation of $\Lambda_{\text{EEG}}(\tau)$ from the surrogates’ mean of examples (b) in Figs. 2 and 3 may be explained by the obvious nonstationarities and the surrogates’ mean might even exhibit a higher local flow in the reconstructed state space than for the EEG time series, as shown for example (b) in Fig. 3. On the other hand, the rapid

Fig. 5. Mean values $\overline{\zeta}$ for all patients (a–y) and recording regions. From top to bottom bars depict results obtained for the mesial temporal, basal temporal and the lateral temporal recording region (cf. Fig. 1). For patients without no symmetrical implantation of subdural strip electrodes (BT or LT), no bars were plotted. For this group, asterisks mark those cases in which maximum $\overline{\zeta}$ values were found for non-mesial recording regions.
Table 1
Influence of the side of the epileptogenic zone on differences between homologous recording regions (ANOVA using F-tests) and results of discriminant analyses using interhemispheric differences of \( \zeta \) values at the respective recording location

<table>
<thead>
<tr>
<th>Recording location</th>
<th>No. of cases</th>
<th>No. of correctly classified cases</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MT</td>
<td>25</td>
<td>25</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>BT</td>
<td>17</td>
<td>14</td>
<td>0.029</td>
</tr>
<tr>
<td>LT</td>
<td>12</td>
<td>–</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

* For abbreviations of recording locations cf. Fig. 1. For the basal temporal recording region of Patient c (cf. Fig. 5), higher \( \zeta \) values are obtained on the side of the epileptogenic zone. Nevertheless, due to the smallness of this difference, this individual case was classified as an incorrect lateralization by the discriminant analysis.

decay of the coarse-grained flow average with increasing values of the reconstruction delay might even be considered to indicate nonlinear stochastic dynamics rather than nonlinear deterministic dynamics. However, it might likewise be interpreted as the smearing of deterministic structures by both measurement and dynamical noise from other parts of the neuronal network not included in the EEG measurement. Finally, deterministic dynamics are not necessarily reflected in nonzero values of \( \zeta \), because the coarse-grained flow average is not able to resolve arbitrarily complicated deterministic dynamics. This holds especially true for time series of finite length and resolution. Despite these limitations, the present findings support the hypothesis that the epileptogenic process induces or enhances nonlinear deterministic structures in the otherwise linear stochastic appearance of brain electrical activity.

To our knowledge, the present investigation is the first attempt to apply a straightforward test for nonlinear determinism to intracranial EEG recordings from patients with epilepsy. If the trend of decreasing \( \zeta \) values with increasing distance to epileptogenic zone obtained intracranially would be extrapolated to the scalp, findings would be in agreement with those of Glass et al. (1993), Palus (1994) and Jeong et al. (1999) obtained from scalp EEG recordings in healthy subjects. Supplementary to previous studies using other measures (Iasemides et al., 1990; Lehnertz and Elger, 1995; Casdagli et al., 1997; Weber et al., 1998), the present study shows nonlinear time series analyses to extract information potentially useful for diagnostic purposes from EEG recordings of seizure free intervals. In theory, each of these measures exploits complementary characteristics of the underlying dynamics. In practice, however, further studies are needed to investigate the degree to which non-redundant information is extracted from the EEG.

Acknowledgements

We are grateful to Wieland Burr, Kristin Jerger, Florian Mormann and Theoden Netoff for fruitful discussion and valuable comments on earlier versions of this manuscript. This work was supported by the Deutsche Forschungsgemeinschaft.

Appendix A. State space reconstruction

Assuming a dynamical system can be fully described by \( d \) variables \( x_1(t), \ldots, x_d(t) \), a geometrical representation of the dynamics in an abstract \( d \)-dimensional state space can be achieved by constructing a time dependent state vector:

\[
v(t) = (x_1(t), \ldots, x_d(t))
\]

While the system evolves in time, the vector’s tip passes through the state space along the so called trajectory. Each state of the system is represented by a point on this trajectory and vice versa. A dynamical system is called deterministic if an unambiguous relationship exists between all present states and their respective future trajectories. Furthermore, for smooth deterministic dynamics, similar present states lead to similar states in the near future. In accordance with these defin-
tions, trajectories generated by smooth deterministic dynamical systems show no self-intersections and nearby segments are aligned, i.e. a deterministic local flow manifests itself in state space. In contrast, no relationship exists between present states and the respective future evolution for stochastic dynamical systems. Hence, nearby trajectory segments intersect each other (cf. Fig. 6) and, in general, show no particular alignment.

In the case of a single scalar time series \( y(t) \), measured within a dynamical system by means of a measurement function \( g \):

\[
y(t) = g(v(t))
\]  

the method of delay-coordinates allows reconstruction of the dynamics in an \( m \)-dimensional state space using a time delay \( \tau \):

\[
z(t) = (y(t), y(t-\tau), \ldots, y(t-(m-1)\tau))
\]  

Takens (1981) has shown that for an infinite, continuous time series \( y(t) \), a smooth transformation between the genuine trajectory \( v(t) \) and reconstructed trajectory \( z(t) \) exists for all time delays \( \tau \) if the embedding dimension \( m \) is chosen as \( m \geq 2d + 1 \). Thus, in principle, all geometrical properties of \( v(t) \) are preserved by \( z(t) \), including the above mentioned deterministic alignment of nearby trajectory segments. In practice, however, when Eq. (A3) is applied to time series of finite length measured on a system with unknown dynamical properties, the embedding dimension cannot be chosen correctly a priori, since the genuine dimension \( d \) is unknown. Furthermore, a good estimate of the underlying dynamics can be obtained only for a limited range of the time delay \( \tau \). When the method of delay coordinates is applied to time series measured on a stochastic dynamical system, linear autocorrelations in the time series are sufficient to yield locally preferred directions, i.e. a non-deterministic local flow in the reconstructed state space.

A.1. Coarse-grained flow average

In order to quantify the average degree of alignment of nearby segments of the delay-coordinate trajectory \( z(t) \), the state space is divided into \( b^m \) non-overlapping rectangular hypercubes, where \( b \) denotes the number of hypercubes per phase space axis. If a hypercube with index \( j \) is passed \( n_j \)-times by \( z(t) \), for each pass a tangent vector of unit length \( k, j \) is generated, whose direction is determined by connecting the points where the trajectory enters and leaves the hypercube. Summing up all vectors of passes through hypercube \( j \), the resultant vector \( V_j \), normalized by the number of passes \( n_j \), is:

\[
V_j = \frac{1}{n_j} \sum_k v_{k, j}
\]
If the included trajectory segments are aligned, $V_j$ is almost of unit length.

The expectation value $R$ of the vector addition in Eq. (A4) for $n$ vectors of unit length yielded by a random walk process (cf. Kaplan and Glass 1992 and references therein) decreases as $n$ increases as follows:

$$R \propto \frac{1}{\sqrt{n}} \quad (A5)$$

In order to summarize the huge amount of local information, the following average is constructed over all occupied hypercubes:

$$\Lambda = \frac{1}{n} \sum_j V_j^2 - R^2 \quad (A6)$$

A quantifies the local flow in state space, but is insensitive to whether it reflects determinism or simply preferred directions due to autocorrelations. The method of surrogate data helps to circumvent this uncertainty.

### A.2. Surrogate data

To test the null hypothesis that certain values of an NTSA-measure (here $\Lambda > 0$) calculated for $y(t)$ are sufficiently explicable by properties compatible with a linear random process rather than by nonlinear deterministic dynamics, an ensemble of surrogate time series can be generated which share these linear properties, but are otherwise random. Only if the result obtained for the original time series is outside the distribution of the surrogate ensemble at a given level of significance can the null hypothesis be rejected. In this study, iterative amplitude-adjusted surrogates were used (Schreiber and Schmitz, 1996). This type of surrogate time series is constructed using an iterative permutation of the original sample values of $y(t)$, so that the amplitude distribution is maintained by construction. While the phases of the complex Fourier coefficients are randomly shuffled, their amplitudes and with it the power spectrum and therefore linear autocorrelations (Wiener–Khinchin theorem) of the surrogates are practically indistinguishable from those of the original time series (Schreiber and Schmitz, 1996).
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