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Abstract. In this paper we present a framework called PPSB for combining rein-
forcement learning and planning to solve sequential decision problems. Our aim is
to show that reinforcement learning and planning complement each other well, in
that each can take advantage of the strengths of the other. PPSB uses partial action
specifications to decompose sequential decision problems into tasks that serve as
an interface between reinforcement learning and planning. On the bottom level, we
use reinforcement learning to compute policies for achieving each individual task.
On the top level, we use planning to produce a sequence of tasks that achieves an
overall goal. Experiments show that our framework is competitive with realistic
environments where a robot has to perform some tasks.
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1. Introduction

Reinforcement learning (RL) and planning are two popular techniques for solving se-
quential decision problems, i.e. problems in which an agent has to make repeated de-
cisions in order to achieve some objective. Although the two techniques are similar in
many ways, their relationship has not often been studied in the literature. In this paper
we compare and contrast RL and planning, with the goal of proposing a framework that
takes advantage of the strengths of each technique.

In planning, the state is represented by variables (in RL learning this is known as
a factored representation). Furthermore, planning requires a model of each action that
describes its applicability and effects. Finally, in planning the aim is to reach a goal, at
which point the decision problem ends. Partially as a result of the International Planning
Competition, there exists a range of domain-independent planners that can efficiently
solve a variety of large planning problems. Although one can represent stochastic ef-
fects and partial observability in planning, state-of-the-art planners perform better when
actions have deterministic effects and the problem is fully observable.

On the other hand, in RL the aim is to learn a policy (i.e. a mapping from states to
actions) that maximizes some measure of expected future reward, which includes but is
not limited to reaching a goal. So called model-free RL techniques can learn a policy from
experience even in the absence of action models. RL is also equipped to handle stochastic
actions. However, most RL techniques are slow and take a long time to converge to an
optimal policy.



We propose a framework that we call Planning with Partially Specified Behaviors,
or PPSB based in the PLANQ-learning method [14]. We assume that a domain expert
provides a partial specification of high-level actions, including action models, but that
no model is available for low-level actions. Given such a partial specification, PPSB
defines a set of behaviors or tasks that serve as an interface between planning and RL.
On the bottom level, we use RL to learn the policy of each individual task. This setting
suits RL: no action models are available, actions are stochastic and the scope of each
individual task is limited. On the top level, we use planning to compute a sequence of
tasks that achieves an overall goal. Although individual actions are stochastic, tasks are
deterministic from the perspective of planning, making it possible to solve the problem
efficiently.

The main limitation of PPSB is the assumption that a domain expert is at hand to
provide a partial specification. We believe, however, that this assumption is not unrealis-
tic. In many real-world tasks we can use discrete high-level variables to describe progress
towards the goal. For example, we can model the problem of a robot delivering coffee
to a human using binary variables such as “the robot is holding a cup”, “the cup con-
tains coffee”, etc. The effect of high-level actions on such variables is also relatively easy
to model. In contrast, the effect of low-level actions such as motion actuators are more
difficult for a domain expert to model.

The rest of the paper is organized as follows. We formally describe planning and
reinforcement learning in Sections 2 and 3, respectively. In Section 4 we present PPSB
and define the precise conditions that have to hold in order to apply PPSB. We then
present results from experiments with PPSB in Section 5. In Section 6 we describe related
work and we conclude with a discussion in Section 7.

2. Planning

The idea in planning [15,16,6] is to find a sequence of actions or policies that produces a
desired goal state. The advantage of planning is that there exists a wide range of domain-
independent planners that can efficiently solve large planning instances for a variety of
domains. The main limitation is that these planners require a model of the actions, which
can be difficult to obtain in realistic problems. Furthermore, planning works best when
actions have deterministic effects, and the performance tends to degrade in the face of
uncertainty and partial observability.

In this paper we consider the STRIPS fragment of planning [5]. A STRIPS planning
problem is a tuple &2 = (F,A,I,G), where

e F is a set of propositional variables or fluents,

e A s aset of actions, and each action a € A has a precondition pre(a) C F, an add
effect add(a) C F and a delete effect del(a) C F,

e [ C F is the initial state given by a subset of fluents,

e G C F is a goal state given by a subset of fluents.

A STRIPS planning problem 2 implicitly defines a state space S = 2F, and a state s C F
is defined as a subset of fluents that are true in s, while fluents in F\ s are assumed to be
false. The set of goal states is S¢ = {s C F | G C s}, i.e. states in which all fluents in the
goal G are true. An action a € A is applicable in state s € S if and only if pre(a) C s, and
applying a in s results in a new state 6(s,a) = (s \ del(a)) Uadd(a).



The aim of planning is to compute a plan, i.e. a sequence of actions & = (ay,...,ay)
that induces a state sequence so,S1,...,S, with so = I such that for each i, 1 <i <, g;
is applicable in s;_; and s; = 6(s;_1,q;) is the result of applying a; in s;_;. The plan 7
solves planning problem & if and only if s, is a goal state, i.e. if G C s,,.

3. Reinforcement Learning

Reinforcement Learning (RL) [12] is a family of algorithms that aim at computing a
policy, i.e. a mapping from states to actions, that maximizes some measure of expected
future reward. Most RL algorithms are value-based, maintaining and updating a value
function that implicitly defines a policy. Model-free RL algorithms can learn an optimal
or near-optimal policy even in the absence of action models, i.e. even when the effect
of actions is completely unknown and stochastic. The drawback of RL is that it often
struggles to reach a goal for the first time, and convergence tends to be slow for large
problems.

3.1. Markov Decision Process

An RL problem is usually modelled as Markov decision process, or MDP, a fully ob-
servable stochastic representation of a sequential decision problem. Formally, an MDP
is described by a 4-tuple .# = (S,A,P,R) where S is a set of states, A is a set of actions,
P:SxAxS—[0,1] is a transition probability function satisfying ¥y P(s,a,s') = 1 for
each state action pair (s,a) € S XA, and R : S x A — R is an expected reward function.
Given a current state s; € S, action ¢, € A can be applied following a policy a, = 7(s;)
that results in a scalar reward r; ~ R(s,a) and the system transitions to state 5,4 € S
with probability P(s;,a;,s:+1). MDPs are expressive enough to model both continuing
and episodic decision problems; in the former, execution continues indefinitely, while
in the latter, there is a set of terminal states ST C S and execution stops when a state
in ST is reached. The aim of an MDP is to learn a policy 7 : § — A, i.e. a mapping
from states to actions, that maximizes the expected future reward E(R,) = E(Y. o V7i+i)-
Here, vy € (0, 1] is a discount factor that bounds the expected future reward. For episodic
tasks, one can often choose y = 1.

3.2. Q-Learning

Q-learning is a common RL algorithm for solving an MDP .# . The algorithm maintains
and updates an action value Q(s,a) for each state-action pair (s,a) € S x A. The action
value Q(s,a) estimates the expected future reward when choosing action a € A in state
s € S. Together, the action values implicitly define a policy as 7(s) = argmax,eca Q(s,a).
After taking action a; in state s;, observing a reward r; and transitioning to a new state
sr+1, the algorithm updates the action value for (s;,a,) as

O(sr,ar) < (1 — o) Q(ss,ar) + ot[ry + VE}SXQ(SIH )],

where a € (0, 1) is a learning rate. When action values are stored in a lookup table and
the value of o asymptotically approaches 0, Q-learning is guaranteed to converge to
an optimal policy even when the transition probability function P and expected reward
function R are unknown.



4. Planning with Partially Specified Behaviors

In this section we describe Planning with Partially Specified Behaviors (PPSB), our
framework for combining planning and reinforcement learning. As previously men-
tioned, PPSB as PLANQ-learning method decomposes a sequential decision problem
into a set of tasks and uses reinforcement learning to learn the policy of each individual
task. At the top level, PPSB uses classical planning to compute a sequence of tasks that
achieves an overall goal. In this paper we take the somewhat extreme view that tasks
are deterministic from the perspective of planning: when performing a task, even though
individual actions are stochastic, the task policy keeps executing until the task objective
is met. The environments we are working with have no deadends. Thus, each task can be
trained independently, but still is better to train them following the plan sequence. Then
the low-level state is guided to match each task precondition in a specific order speeding
up the learning phase. To achieve this, we make several assumptions that are explained
below. In Section 7 we discuss how some of these assumptions can be relaxed.

PPSB assumes that the state is partially factored, and that there is a known set of
high-level variables V},, such that each variable v € V}, has finite domain D(v). The state
space S is composed of a low-level and a high-level part, i.e. § = S; x S}, where S;, =
Xyey,D(v) is the joint domain of the variables in Vj,. The composition of the low-level
state space S; can be arbitrary. PPSB models episodic tasks, and the aim is to reach a
goal, which is expressed as an assignment of values to the high-level variables in V},.

Likewise, PPSB assumes that the action set A is composed of low-level and high-
level actions, i.e. A = A; UAy. Low-level actions in A; only change the low-level part of
the state (i.e. S;) but their effect may depend on the high-level part of the state (i.e. Sp).
In contrast, high-level actions in A;, may change both the low-level and high-level part
of the state. PPSB does not require a model of the low-level actions. In contrast, PPSB
assumes that each high-level action a € Aj, has a precondition pre(a) and an effect eff (a),
both partial assignments of values to the high-level variables in V},. In addition, the pre-
condition pre(a) specifies a set of low-level states S C S; in which a is applicable. The
effect of a can be stochastic, but for tasks to be deterministic, a is not allowed to change
the values of high-level variables that do not appear in eff(a). The only two possible
outcomes of a with respect to high-level variables is to achieve its effect eff (a) or leave
all values unchanged and continue executing the policy in contrast to PLANQ-learning
that stops and replan if the goal is not met. The effect of @ on low-level variables can
be arbitrary and is not modelled. Given the above setting, PPSB defines a set of tasks T
with one task 7 € T per high-level action a € Ay. For each task 7 € T we define an MDP
M7 and use Q-learning to learn a policy that estimates a solution to .. At the top level
we define a planning problem & = (F,T,I,G) with the tasks of T as actions. Below we
describe how to construct .#;, T € T, and Z.

4.1. Task MDPs

Let 7 € T be the task associated with high-level action a € A;,. The MDP . is defined
as My = (S,A;,P,R;), i.e. A7 includes all states in S = S; X S, but only low-level actions
in A;. The task MDP . is episodic, and the set of terminal states equal S§ = {(s;,s5) €
Sy xSy | s; € S}, i.e. all states that satisfy the precondition pre(a) of a with respect to the
low-level part of the state. The transition probability function P is unknown, while we



define an expected reward function R; that returns a uniform reward of —1 everywhere.
This way, the optimal policy is to reach a terminal state as quickly as possible. Note
that .#; does not include the high-level action a itself. Instead, to perform a task 7 € T
PPSB first executes a policy for . until a terminal state is reached, and then separately
applies a, possibly repeating the whole process in case a does not achieve its effect on the
high-level variables until it reaches a terminal state again to apply a. Since only low-level
actions in A; are part of .#~, a policy for .#; can never change the high-level part of the
state (the reason Sy, is part of the state is that low-level actions may have different effects
for different high-level states).

4.2. High-Level Planning Problem

In this section we describe how to construct the high-level planning problem & =
(F,T,I,G). The fluents in F model the values of the high-level variables in V}, but since
fluents are binary, we include one fluent per variable-value pair, i.e. F = {v[d] | v €
Vi,d € D(v)}. The initial state / is constructed from the current value of the high-level
variables, while the goal state G is constructed from the goal on the high-level variables.
The set of tasks T corresponds to the set of high-level actions Ay, and each task T € T
(with associated high-level action a € A;) has precondition pre(7), add effect add(7) and
delete effect del(7), each derived from the precondition pre(a) and effect eff(a) of a.
Specifically, the precondition equals pre(t) = {v[d] € F | pre(a)(v) = d}, i.e. the set of
fluents modelling values assigned to variables by pre(a). The add and delete effects of T
are similarly defined.

4.3. PPSB Algorithm

In this section we describe the global PPSB algorithm. As described above, PPSB takes
as input a partial specification of high-level actions, and decomposes the overall sequen-
tial decision problems into tasks, one per high-level action. PPSB then computes an over-
all plan (i.e. sequence of tasks) for reaching the overall goal, and executes this task se-
quence in order to achieve the goal, using Q-learning to learn the policy of each individ-
ual task.

Algorithm 1 shows the pseudo-code of the PPSB algorithm. To ensure that the policy
of each individual task is properly learned, the loop on line 6 executes the plan 7 many
times, possibly for different initial low-level states. An alternative would be to consider
different initial high-level states and recompute the plan 7 in each iteration. Executing
the plan 7 consists in applying each task 7; of 7 in sequence. The loop on line 9 is
necessary to ensure that the effect of the associated action a; has been achieved, which is
a necessary requirement to complete task ;.

5. Experiments

We tested the PPSB algorithm extensively in the Tiding-Up domain, a complex domain
in which a robot has to place objects in their corresponding room. The world is organized
as follows: There is a robot with a gripper, a set of objects, a set of rooms and a set
of buttons where each button opens one room and close the other ones. The idea is to
learn different skills (in our case behaviors) for each possible interaction of the robot



Algorithm 1: PPSB Algorithm

input : Partial specification Vj, S;, Ay, A;, goal on Vj,.
output: Q-values for each task policy, Q«(s,a)

Define a set of tasks 7" from the high-level actions in Ap;

Construct a task MDP ./ for each task T € T;

Initialize Q-values Q¢(s,a) for each task T € T';

Construct high-level planning problem & = (F,T,I,G);

Compute a plan & = (1,..., T,) that solves Z;

while there are simulations remaining do

Initialize high-level variables to I;

for each task t; € m with associated action a; € Aj, do

while the effect of a; has not been achieved do

Execute the policy for ./, until termination, simultaneously
updating the Q-values for 7;;

11 Apply action a;;

12 end

13 end

14 end
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with the objects and the buttons. Figure 1 shows an example instance of the Tiding-Up
domain. The robot can only observe objects in a small radius around itself, the buttons
can be observed when the robot is on top of them, and rooms when it is inside them;
the resulting model is in fact partially observable, but is well approximated by a MDP.
We used Q-Learning of the RL tasks. We ran the experiments with objects, buttons and
rooms intentionally placed far from each other to make the problem harder. To run the
experiments we used the Gazebo simulator [19]. Actions given by RL are applied by the
robot on the simulated world and the resulting state is given by the simulator itself. The
experiments were performed on an Intel Core 15-4590 CPU running at 3.3 Ghz x 4 with
8 GB of RAM.

The state is encoded with 8 variables with variables v; — v5 encoding the high-level
state and v — vg encoding the low-level state.

<
—_

: Whether or not button 1 is pressed

v2: Whether or not button 2 is pressed

v3: Whether or not object 1 is in room 1

v4: Whether or not object 2 is in room 2

vs: Whether or not the gripper is holding an object
vg: The X robot position

v7: The Y robot position

vg: The direction of the robot

The domain of variables vi —vs are all binary while v and v7 depend on the dis-
cretization of the environment, which for this case is 80. While the possible directions of
the robot vg are 8. Thus, the total size of the state space is |S| = 25 % 80% x 8 = 1,638,400.



The low-level actions in A; are all actions for moving the robot forwards, or turn
clockwise or counter-clockwise. These actions only modify the low-level variables vg —
vg. The high level actions Ay, are specified as follows using X € [1,2] :

e “Step On Button X”

x pre: vy = false (button X not pressed)
x eff: vy = true (button X pressed)
* terminal state: robot is on button X

e “Grasp Object X”

x pre: vs = false (not holding an object)
x eff: vs = true (holding an object)
* terminal state: robot can grasp object X

e “Place Object X in room Y”

* pre: vs = true (holding an object)
x eff: vyy» = true (object in room Y), v5 = false (not holding an object)
* terminal state: robot is in room Y holding object X

Figure 1. The initial and goal state

Initial and goal state of Tiding-Up domain. Small red boxes have to be placed in
the top and bottom rooms, respectively. Big blue squares are the buttons which open a
corresponding room and close the other one.

Figure 2 shows the monotonically decreasing average running steps along the simu-
lation of the gripper in the grid. The average starts with hundreds of steps and the robot
learns how to perform every task with less steps as more simulations are executed. The
simulation has a bound of 10,000 episodes. However, after 100 episodes the values con-
verge.

6. Related Work

Our work is highly related to other hierarchical approaches to reinforcement learning and
planning. In RL, there exist three main approaches to task decomposition: options [13],
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Figure 2. The performance of PPSB on a 24 x24 discretized grid.

MAXQ [3] and HAMs [11]. In planning, Hierarchical Task Networks, or HTNs [4], are
a popular framework for task decomposition.

The options framework is a representation of semi-Markov decision processes in
which options are treated as primitive actions. A policy is then learned directly over
options, and the framework makes it possible to mix options and primitive actions. This is
the approach we use in our HRL implementation. In MAXQ, which is a more integrated
approach, the action-values of individual tasks are taken into account when updating
the policy over tasks. An associated algorithm, MAXQ-Q, performs Q-learning to learn
the policies of the individual tasks as well as the high-level task. Then, MAXQ-Q high-
level policies are affected by the low-level policies in spite of PPSB, but PPSB has the
chance to modify planning actions costs with the low-level policy values. In this case,
PPSB could improve the plan and policies quality by performing a cycle of learning low-
level policies, updating planning action cost and replanning every few iterations. Finally,
in HAMs, finite state machines are used to represent the task decomposition. PPSB is
different from these frameworks in that it uses planning instead of reinforcement learning
to compute a high-level plan.

HTNS, on the other hand, do not only require a task decomposition, but also a partial
order on the subtasks to be performed, else planning becomes inefficient. In addition, just
like other planning approaches, it requires a model of the low-level actions. In contrast,
PPSB does not require a model of the low-level actions nor a partial order on the subtasks;
it uses planning to decide the order among the subtasks and model-free RL techniques to
learn individual task policies.

Also there is a pure planning decomposition with combined task and motion plan-
ning [20] and for mobile manipulation [21]. The first one uses symbolic planning in a
hierarchical approach and for each action performs a geometric reasoning to a goal of
the top level action. While the second one uses state abstraction and HTNs mixed in an
algorithm called SAHTN to guide the search for the motion planner.



Perhaps the two approaches most related to ours are that of [9] and [14]. The first
one uses a planning algorithm to derive a task decomposition in the form of a HAM,
i.e. a finite-state machine. Their approach is different from ours in that they use a linear
temporal logic (LTL) specification to synthesize a finite state machine that encodes a set
of possible solutions to the high-level task. RL is then used at the choice points to learn a
policy over the high-level tasks, restricted by the finite state machine. The second one is
a task decomposition that uses symbolic planning (STRIPS) in the top and performs RL
in the bottom level but they do not deal with the uncertainty of the low level, so if some
low level action affects to the preconditions of the high level and it does not match the
goal they replan from the current state. In our case, only high level actions can change
the high level part of the state while low level actions follow policies to terminal states
for each individual task.

Although there are other recent approaches regarding how high-level actions rules
could be learned. There is a new work to obtain the model with costs [22] using the sys-
tem NLOCM. This system is an extension of a set of algorithms called LOCM including
numeric weigths to its finite state automata model and using constraint programming to
learn. Another work is a framwork to learn the model in environments with uncertainty
[23]. They start by generating the operator candidates that may describe the model, solv-
ing which are the best among those candidates using planning techniques.

7. Discussion

In this paper we have presented a framework called PPSB based on PLANQ-learning
that combines planning and reinforcement learning to take advantage of the strengths of
each technique. Planning is used to compute a high-level solution in the form of a task
sequence, and reinforcement learning is used to learn a policy of each individual task.

There are many possible research directions in which to continue this work. First
note that PPSB is flexible in terms of the exact planning algorithm used at the top level
and the RL technique used to learn the policies of individual tasks. Potentially, we can
modify the framework to incorporate other elements into the planning problem and the
task MDPs, e.g. continuous states and actions at the low level. Another possibility is to
use Iterative Width planners [17] to search in the low level exploiting the structure of the
state instead of learning a policy.

If we relax the assumption that high-level actions have a single possible effect on
the high-level variables, the associated tasks of the high-level planning problem are no
longer deterministic. In this case we would have to use a different planning technique
such as a Full Observable Non-Deterministic (FOND) planner [18,10] to solve the high-
level problem in the face of non-determinism. Although such a planner does not scale
as well as a deterministic planner to large problems, it should still be able to solve the
high-level planning problem when the number of high-level actions is not too high.

Another issue related to the scalability of the approach as the number of high-level
actions grows is the increasing number of task MPDs to be solved. In planning it is
common to parameterize actions, and the same idea might work in PPSB: defining high-
level actions that are parameterized on some variable, and using RL to learn a generalized
policy for the family of associated tasks. The concept of skills may be useful in this
context [8]. It is also common to perform state abstraction when learning the policy for
tasks in a hierarchical RL setting [1,2,7], and the same idea could be applied in PPSB.
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