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Abstract — New space-time trellis codes with 4-PSK, 8-PSK and 16-QAM for two transmit antennas in slow fading channels are proposed in this paper. The codes are designed specifically to minimize the frame error probability. The performance of the proposed codes with various memory orders and receive antennas is evaluated by simulation. It is shown that the proposed codes outperform previously known codes.

I. INTRODUCTION

Space-time trellis coding (STTC) techniques [1] have been proposed to achieve both diversity and coding gains on multi-input multi-output (MIMO) fading channels by combining multiple transmit antennas and coding with higher level modulation schemes. In [1], rank and determinant criteria (RDC) were proposed to maximize both diversity and coding gains of STTCs over slow fading channels. Several efforts have been dedicated to further maximize the coding gain using RDC [2,3]. In [4], the determinant criterion was strengthened by analysis of the role of the Euclidean distance. In [5], STTCs are designed based on either RDC or EDC depending on the diversity gain of the system. Based on above criteria, some improved 4-PSK and 8-PSK STTCs are proposed through exhaustive computer search [5,6].

For high order constellations such as 16-QAM, a special rank criterion is proposed in [7], the core of which is a sufficient condition to select full rank codes without exhaustive computer search. This simplifies the code design. However, in [7], the coding gain is not optimized. In [8], better 16-QAM STTCs are found by optimizing the coding gain based on EDC.

A common feature of all above code design criteria is to minimize the worst case pairwise error probability (PWEP). To further improve code performance, the design criteria proposed in [9] attempt to minimize the worst case frame error probability, which is a function of the distance spectrum of the code. The distance spectrum is an enumeration of all the possible product measures (non-zero determinants) with their relative weights [10]. In [9], only a 4-state 4-PSK STTC was designed.

In this paper, we consider the design guidelines, which aim to minimize the truncated union bound on frame error rate (FER) by taking into account the first three terms. The PWEP terms depend on determinants and the associate weights for the systems with low and moderate diversity gains. This is similar to the approach taken in [11], where the PWEP terms depend on the Euclidean distances instead for moderate diversity gains. In our design, we construct three complete sets of 4-PSK, 8-PSK and 16-QAM STTCs for two transmit antennas over slow fading channels. Through simulations, it is shown that the new codes outperform previously known codes.

The rest of the paper is organized as follows. Section II introduces the system model and code design criteria. Section III introduces STTC encoder structures for PSK and 16-QAM, respectively. In Section IV, new 4-PSK, 8-PSK and 16-QAM STTCs are presented together with simulation results. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND CODE DESIGN CRITERIA

The following notations are used in the paper: $T$ denotes transpose and $\dagger$ denotes transpose conjugate. The symbol $\oplus_M$ and and $\ominus_M$ denotes modulo $M$ addition and subtraction. Superscripts $I$ and $Q$ denote the real and imaginary parts of a complex number. Let $\mathbb{Z}_4 = \{0, 1, 2, 3\}$ denote the ring of the integers $\oplus_4$ and let $\mathbb{Z}_4[j]$ be the ring of Gaussian integers modulo 4, where each element $z \in \mathbb{Z}_4[j]$ has \( z = z^I + j z^Q : z^I, z^Q \in \mathbb{Z}_4 \) and $j^2 = -1$.

We consider a space-time coding system with $n_T$ transmit and $n_R$ receive antennas over slow fading channels. The received signal matrix $\mathbf{Y} \in \mathbb{C}^{n_R \times L}$ is given by

$$\mathbf{Y} = \sqrt{E_s} \mathbf{H} \mathbf{X} + \mathbf{N}, \quad (1)$$

where $L$ is the frame length, $\mathbf{X} = [x_1, ..., x_t, ..., x_L] \in \mathbb{C}^{n_T \times L}$ is the transmitted signal matrix, where $x_t = [x_1, ..., x_t^{n_T}]^T$, $\mathbf{H} = [h_1, ..., h_{n_T}] \in \mathbb{C}^{n_R \times n_T}$ is the channel matrix, which is constant during a frame and varies from one frame to another independently. In (1), $\mathbf{N} \in \mathbb{C}^{n_R \times L}$ is a matrix of the complex white Gaussian noise samples i.i.d $\sim \mathcal{N}_C(0, N_0)$, and $\frac{E_s}{N_0}$ is the average signal to noise ratio (SNR) per transmit antenna. The elements of $\mathbf{H}$ are assumed to be i.i.d circularly symmetric Gaussian random variables $\sim \mathcal{N}_C(0, 1)$. The channel is assumed to be known at the receiver.

Assume that a codeword $\mathbf{X}$ is transmitted, the maximum-likelihood receiver might decide erroneously in favor of
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another codeword \( \hat{\mathbf{X}} = [\hat{x}_1, \ldots, \hat{x}_t, \ldots, \hat{x}_L] \), where \( \hat{x}_t = [\hat{x}^1_t, \ldots, \hat{x}^{r_{tr}}_t]^T \). Let \( \mathbf{r} \) denote the rank of the codeword difference matrix \( \mathbf{B(X, \hat{X}) = X - \hat{X}} \), and \( \lambda_k \) be the eigenvalues of the codeword distance matrix \( \mathbf{A} = \mathbf{BB}^\dagger \). Here we only consider the STTCs with full rank \( \mathbf{r} = \mathbf{n}_T \). Defining \( d \) as the determinant of the codeword distance matrix \( \mathbf{A} \), we have

\[
d = \left( \prod_{k=1}^{r} \lambda_k \right)^{-n_R},
\]

Let \( \mathcal{D} \) be a set of all possible determinants of the codeword distance matrix \( \mathbf{A} \), namely product measures. Then the union bound on the FER yields [9]

\[
P_{FER} \leq \left( \sum_{d \in \mathcal{D}} \bar{N}(d)d^{-n_R} \right) \left( \frac{E_b}{N_0} \right)^{-r n_R},
\]  

(2)

where \( \bar{N}(d) = \frac{1}{m^r} \sum_{p=p_{\min}}^{p_{\max}} N(d, p) \left( \frac{2}{2^m} \right)^p \),

(3)

with

\[
N(d) = \frac{1}{m^r} \sum_{p=p_{\min}}^{p_{\max}} N(d, p) \left( \frac{2}{2^m} \right)^p,
\]

the code design criteria for STTCs are formulated as follows:

1) Diversity gain: The codeword distance matrix \( \mathbf{A} \) has to be full rank for maximizing the diversity gain;

2) Coding gain: To optimize the coding gain, the term \( \eta(p_{\max}) \) has to be minimized over all the possible error events in the trellis diagram.

III. STTC ENCODERS

In this Section, we introduce two different STTC encoder structures for PSK and QAM, respectively. Both of the trellis
encoders have the rate of 1/2.

A. M-PSK STTC Encoder

An M-PSK STTC encoder with memory order \( v \) and \( n_T \) transmit antennas is shown in Fig. 1 (a). The M-PSK STTC encoder consists of an \( m \)-branch shift register with total memory order \( v \). At time \( t \), \( m \) binary inputs \( c_t^i \), \( i = 1, 2, \ldots, m \), are fed into the \( m \) branches. The memory order of the \( i \)-th branch, \( v_i \), is given by

\[
v_i = \left\lfloor \frac{v + i - 1}{b} \right\rfloor,
\]

where \( \lfloor x \rfloor \) denotes the maximum integer not larger than \( x \).

The \( m \) streams of input bits are simultaneously passed through their respective register branches and multiplied by the coefficient vectors,

\[
g^1 = \left( g_{0,1,0}^1, g_{0,2,0}^1, \ldots, g_{n_T,0,0}^1 \right), \ldots, g^v = \left( g_{0,1,v}^v, g_{0,2,v}^v, \ldots, g_{n_T,0,n_T}^v \right)
\]

where

\[
g_{q_i,k} = g_{q_i,k}^i \cdot g_{q_i,k}^{i-1} \cdot \ldots \cdot g_{q_i,k}^{i-M}
\]

where \( g_{q_i,k}^i, k \in \{0, 1, \ldots, M - 1\}, i = 1, 2, \ldots, m \), \( q_i = 0, 1, 2, \ldots, v_i \), \( k = 1, 2, \ldots, n_T \). The encoder output \( w^t_k, t = 1, \ldots, L, k = 1, \ldots, n_T \), can be computed as

\[
w^t_k = \left( \sum_{i=1}^{m} v_i \right) \mod M.
\]

These outputs are mapping into \( x^{t} \) in an M-PSK constellation. The STTC encoder can also be described in generator polynomial format. The binary input stream \( c^i \) can be represented as

\[
c^i(D) = c_0^i + c_1^i D + c_2^i D^2 + \cdots + c_t^i D^t + \cdots,
\]

where \( D \) represents a unit delay operator. The generator matrix for antenna \( k \) can be represented as

\[
G_k(D) = \begin{bmatrix} G_k^1(D) \\ G_k^2(D) \\ \vdots \\ G_k^m(D) \end{bmatrix},
\]

where

\[
G_k^i(D) = g_{q_i,k}^i + g_{q_i,k}^{i-1} D + \cdots + g_{q_i,k}^{i-m} D^{v_i},
\]

is the \( i \)-th branch generator polynomial for the transmit antenna \( k \). The coded symbol sequence transmitted from antenna \( k \) is given by

\[
w^k(D) = \left( \sum_{i=1}^{m} c^i(D) G_k^i(D) \right) \mod M.
\]

B. 16-QAM STTC Encoder

A 16-QAM STTC encoder with memory order \( v \) and \( n_T \) transmit antennas is shown in Fig. 1 (b). At time \( t \), the input mapper converts \( 4 \) input bits \( c_t^1, c_t^2, c_t^3, c_t^4 \) into 2 components \( u_t^1, u_t^2 \) through natural mapping, where \( u_t^1, u_t^2 \in \mathbb{Z}_4 \). The two components go through two-branch shift register with total memory order \( v \). The memory order of the \( i \)-th branch, \( v_i, i = 1, 2 \), is given in (5). The two streams of the components are multiplied by the coefficient vectors, which are given in Eq. (11), where \( a_{0i,k}^j, a_{qi,k}^j, k \in \mathbb{Z}_4 \), and \( a_{0i,k}^j \in \mathbb{Z}_4 \). The encoder output \( w^t_k, t = 1, \ldots, L, k = 1, \ldots, n_T \), can be computed as

\[
w^t_k = \left( \sum_{i=1}^{m} v_i \right) \mod M.
\]
where $u^i_k \in \mathbb{Z}_4[j]$. In generator polynomial format, the input components $u^i, i = 1, 2, 3, 4$, can be represented as

$$u^i(D) = u^i_0 + u^i_1 D + u^i_2 D^2 + \cdots + u^i_7 D^7 + \cdots .$$  \hspace{1cm} (13)

The generator matrix for antenna $k$ can be represented as

$$G_k(D) = \begin{bmatrix} G^1_k(D) \\ G^2_k(D) \end{bmatrix},$$ \hspace{1cm} (14)

where

$$G^i_k(D) = \left( a^{i,1}_{0,k} + \cdots + a^{i,7}_{0,k} D^7 \right) + j \left( a^{i,1}_{1,k} + \cdots + a^{i,7}_{1,k} D^7 \right).$$ \hspace{1cm} (15)

is the $i$–th branch generator polynomial for the transmit antenna $k$. The coded symbol sequence transmitted from antenna $k$ is given by

$$w^k(D) = \left( \sum_{i=1}^{2} u^i(D) G^i_k(D) \right) \mod 4.$$ \hspace{1cm} (16)

The coded symbol sequence is mapped by a linear translation mapping, i.e. $x^k_1 = u^k_1 - (3 + 3j)/2$.

IV. NEW STTCs AND SIMULATION RESULTS

In this Section, we present new 4-PSK, 8-PSK and 16-QAM STTCs for two transmit antennas over slow fading channels. The signal-to-noise ratio (SNR) per receive antenna is defined as $SNR = n_T E_s / N_0$. For PSK and 16-QAM signal sets, we assume that each frame consists of 130 symbols and 66 symbols out of each transmit antenna. This corresponds to 260 and 264 information bits. The coding gain of 4-PSK, 8-PSK and 16-QAM STTCs is optimized by taking into account the first three distance spectra in the truncated union bound [10]. The coding gain only provides an estimate of performance due to the fact that the length $p_{\text{max}}$ considered in the distance spectrum is significantly less than the frame length. Therefore new 4-PSK, 8-PSK and 16-QAM STTCs are chosen based on both the coding gain and further simulation results.

A. 4-PSK and 8-PSK STTCs

In the code design for 4-PSK and 8-PSK signal sets, generator coefficients are determined through exhaustive search. Since the encoder structure cannot guarantee geometric uniformity of the code, the search was based on all possible pairwise error events. In order to reduce the complexity of the code search, we use the determinants of the known codes in [5] as the benchmark. The complexity of the code construction is the same as that for previously known codes [5, 11].

Tables I and II list the new and known 4-PSK and 8-PSK STTCs with bandwidth efficiency 2 bits/sec/Hz and 3 bits/sec/Hz, respectively. All these codes have full rank of $r = 2$. The codes are described by memory order $\rho$, generator coefficients $(g^1, g^2)$, the first three minimum determinants $(d_1, d_2, d_3 \in d)$, the associated weights $(N(d_1), N(d_2), N(d_3))$, the term $(\eta(p_{\max}))$ with $p_{\max} = 7$. Finally, SNRs at a FER of $10^{-4}$ with $n_R = 1, 2$ are given. Given $n_T = 2$, some known codes in Tables I and II were specifically designed for very low diversity gain, say $n_T n_R < 4$. We only report the corresponding SNRs. We can see that the proposed codes have the lowest SNRs required to achieve the FER of $10^{-4}$, compared to previously known codes.

B. 16-QAM STTCs

By use of linear translation mapping, a rank criterion is proposed in [7], which is called $\sum_o$ rank criterion. This criterion is to determine the full diversity 16-QAM STTCs in the $\mathbb{Z}_4[j]$ domain rather than in the 16-QAM signal set. It simplifies the code search. A special case of the $\sum_o$ rank criterion is defined in [7, Proposition 10]. In our design, both generator matrices $G_1(D)$ and $G_2(D)$ in (15) have the special structure described in Proposition 2 [7]. Hence the problem of determining full transmit diversity can be simplified as follows.

Step 1: Based on [7, Proposition 10], we first check the non-singularity of the generator matrix $G_1(D)$ by determining whether the polynomial $(a^{1,1}_1(D) a^{2,Q}_1(D)) \oplus 4 \left( a^{2,1}_1(D) a^{1,Q}_1(D) \right)$ has at least one odd coefficient. All the possible non-singular generator matrices for $G_1(D)$ can be also used for $G_2(D)$. Nevertheless it is redundant to consider
the permutations of $G_1(D)$ and $G_2(D)$, since they yield an equivalent code.

Step 2: For all non-equivalent $\sum_2$-coefficient sets $\{\alpha_1, \alpha_2\}$ [7, Proposition 6-8], based on [7, Proposition 10], let $G$ be a linear combination of the generator matrices

$$G = \alpha_1 G_1(D) \oplus_4 \alpha_2 G_2(D)$$

where $g_{k,l}(D) = \alpha_1 a_1^{k,l}(D) \oplus_4 \alpha_2 a_2^{k,l}(D)$, $g_{k,l}^{2,1}(D) = \alpha_1 a_1^{k,2,1}(D) \oplus_4 \alpha_2 a_2^{k,2,1}(D)$, $k = 1, 2$. All the possible non-singular generator matrices for $[G_1(D) G_2(D)]^T$ can be obtained by checking whether the polynomial $(g_{1,1}(D) g_{2,1}(D)) \oplus_4 (g_{1,2}(D) g_{2,1}(D))$ has at least one odd coefficient.

If the generator matrices satisfy both conditions that are described above, the code achieves full transmit diversity [7] and it is further considered in the code selections. Table III lists new and known full diversity 16-QAM STTCs with bandwidth efficiency 4 bits/sec/Hz. The codes are described in the same manner as Tables I and II.

Let $\ell$ be the computation complexity in Step 1. In Step 2, the computation complexity will be $n \times \ell$, where the number of non-equivalent $\sum_2$-coefficient sets is $n = 2^{(m-1)(n+1)} - 1 = 24$ [7]. In our design, code search provides saving costs of 73% and 71% of the full search by simply applying Step 1, for 16-state and 64-state 16-QAM STTCs, respectively. By using Step 2, code search provides another 8.5% and 10.5% saving costs. Hence, the computation complexity for full rank codes in our design will be only $71% \times 8.5\% \times 71\% = 14.13\%$ and $71\% \times 10.5\% \times 71\% = 16.43\%$ of the approach in [8], for 16-state and 64-state 16-QAM STTCs, respectively.

### Table II
8-PSK STTCs

<table>
<thead>
<tr>
<th>$v$</th>
<th>code</th>
<th>Generator Coefficients</th>
<th>Determinants</th>
<th>Weight</th>
<th>$\eta_{p_{\text{err}}}$</th>
<th>$\eta_{p_{\text{err}}}$</th>
<th>$\eta_{F_{\text{ER}}}^{+10^{-4}}$</th>
<th>$\eta_{F_{\text{ER}}}^{+10^{-4}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[TSC]</td>
<td>[0,4,1(4,0)] (0,0,2,0), (0,1,5,0) (2,3,4,0) (0,5,0,2,0)</td>
<td>(2,3,3,4) (0,5,0,2,0)</td>
<td>(2,3,3,4) (0,5,0,2,0)</td>
<td>0.1893</td>
<td>34.45</td>
<td>24.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[VCFP]</td>
<td>[0,2,3(2,0)] (0,4,4,0), (0,5,4,0) (2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>--</td>
<td>34.1</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New</td>
<td>[1,3,4,0(4,1)] (4,0,4,0,1), (4,1,0,0,1), (4,2,0,0,2)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>0.07</td>
<td>34.0</td>
<td>20.45</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>[TSC]</td>
<td>[0,4,1(4,4)] (0,0,2,2,2), (0,0,2,1,1), (0,1,5,1,1)</td>
<td>(3,5,4,3,5) (0,0,1,5,1,1)</td>
<td>(3,5,4,3,5) (0,0,1,5,1,1)</td>
<td>0.8817</td>
<td>33.95</td>
<td>20.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[VCFP]</td>
<td>[0,4,1(4,0)] (0,4,4,0), (0,5,4,0) (2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>--</td>
<td>33.7</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New</td>
<td>[1,3,4,0(4,1)] (4,0,4,0,1), (4,1,0,0,1), (4,2,0,0,2)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>0.07</td>
<td>33.5</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>[TSC]</td>
<td>[0,4,1(4,4)] (0,0,2,2,2), (0,0,2,1,1), (0,1,5,1,1)</td>
<td>(3,5,4,3,5) (0,0,1,5,1,1)</td>
<td>(3,5,4,3,5) (0,0,1,5,1,1)</td>
<td>0.3179</td>
<td>33.7</td>
<td>19.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[VCFP]</td>
<td>[0,4,1(4,0)] (0,4,4,0), (0,5,4,0) (2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>(2,3,3,4) (0,4,4,0)</td>
<td>--</td>
<td>33.6</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New</td>
<td>[1,3,4,0(4,1)] (4,0,4,0,1), (4,1,0,0,1), (4,2,0,0,2)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>(4,3,4,6,7) (1,0,3,0,5)</td>
<td>0.07</td>
<td>33.5</td>
<td>19.4</td>
<td></td>
</tr>
</tbody>
</table>

### Table III
16-QAM STTCs

<table>
<thead>
<tr>
<th>$v$</th>
<th>code</th>
<th>Generator Coefficients</th>
<th>Determinants</th>
<th>Weight</th>
<th>$\eta_{p_{\text{err}}}$</th>
<th>$\eta_{p_{\text{err}}}$</th>
<th>$\eta_{F_{\text{ER}}}^{+10^{-4}}$</th>
<th>$\eta_{F_{\text{ER}}}^{+10^{-4}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>[TSC]</td>
<td>[0,0,1(1,0)] (0,1,0), (1,2,0), (2,0,0)</td>
<td>(0,0,1(1,0) (0,1,0), (1,2,0), (2,0,0)</td>
<td>(0,0,1(1,0) (0,1,0), (1,2,0), (2,0,0)</td>
<td>0.2718</td>
<td>36.4</td>
<td>23.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LFT]</td>
<td>[2,1(1,2)] (2,1,1), (1,2,0), (2,1,0)</td>
<td>(2,1,1) (1,2,0), (2,1,0)</td>
<td>(2,1,1) (1,2,0), (2,1,0)</td>
<td>0.3164</td>
<td>37.5</td>
<td>23.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[WYCK]</td>
<td>[3,0(0,2)] (3,0,2), (0,2,0)</td>
<td>(3,0,2) (0,2,0)</td>
<td>(3,0,2) (0,2,0)</td>
<td>0.1395</td>
<td>36.9</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New</td>
<td>[0,0,1(1,1) (1,0), (0,1)</td>
<td>(0,0,1(1,1) (1,0), (0,1)</td>
<td>(0,0,1(1,1) (1,0), (0,1)</td>
<td>0.04</td>
<td>36.6</td>
<td>22.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[WYCK]</td>
<td>[1,2(1,3)] (1,2,1), (1,3,2)</td>
<td>(1,2,1) (1,3,2)</td>
<td>(1,2,1) (1,3,2)</td>
<td>0.0068</td>
<td>35.8</td>
<td>21.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New</td>
<td>[0,0,1(1,1) (1,0), (0,1)</td>
<td>(0,0,1(1,1) (1,0), (0,1)</td>
<td>(0,0,1(1,1) (1,0), (0,1)</td>
<td>0.0096</td>
<td>35.4</td>
<td>21.6</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 compares the performance of the 4-PSK, 8-PSK and 16-QAM STTCs, respectively, for the system with one receive antenna.
outperforms the best previously known codes by 0.2 dB, at the FER of $10^{-4}$. Both the new 16 state 8-PSK code and 64 state 16-QAM code outperform the best known codes by 0.4 dB at FER of $10^{-4}$.

Fig. 3 plots the performance of 4-PSK, 8-PSK and 16-QAM STTCs with two receive antennas over slow fading channels. It is shown that the new 16 state 4-PSK and 8-PSK codes outperform the best previously known codes by 0.85 dB and 0.4 dB at the FER of $10^{-4}$. It is also shown that the new 64 state 16-QAM code outperforms the best known code by 0.16 dB at the FER of $10^{-3}$.

V. CONCLUSIONS

Three complete sets of 4-PSK, 8-PSK and 16-QAM STTCs for two transmit antennas over slow fading channels are proposed. In order to minimize the frame error probability, the new codes are constructed by 1) guaranteeing the codeword distance matrix to be full rank, and 2) minimizing the term $(t)[p_{min}]$ which dominated the truncated union bound. For 4-PSK and 8-PSK, new codes are found based on exhaustive search. For 16-QAM STTCs, the search for full rank codes is simplified by applying a special case of $\sum_0$ rank criterion, which save 81.5% of the full code search. Through simulations, it is shown that the proposed codes outperform previously known codes for systems with low and moderate diversity gains.

REFERENCES


