Abstract—We study coding for the non-ergodic block-fading channel. In particular, we analyze the error probability of full-diversity binary codes, and elaborate on how to approach the outage probability limit. In so doing, we introduce the concept outage boundary region, which is a graphical way to illustrate failures in the decoding process. We show that outage achieving codes have a frame error probability which is independent of the block length. Conversely, we show that codes that do not approach the outage probability have an error probability that grows logarithmically with the block length.

I. INTRODUCTION AND MODEL

The block-fading channel is a simplified channel model that characterizes delay-constrained communication over slowly-varying fading channels [1], [2]. Particular instances of the block-fading channel are orthogonal-frequency multiplexing modulation (OFDM) and frequency-hopping systems, such as the Global System for Mobile Communications (GSM) or the Enhanced Data GSM Environment (EDGE). Despite its simplification, it captures the essential characteristics of delay-constrained wireless communication and yields useful code design criteria. More specifically, we consider a block-fading channel with $n_c$ fading blocks, whose discrete-time channel output at block $i$ is given by

$$y_i = \sqrt{\gamma} \alpha_i x_i + z_i, \quad i = 1 \ldots n_c$$

where $y_i, x_i \in \mathbb{R}^L$ are the received and transmitted signal vectors at block $i$, $\alpha_i \in \mathbb{R}$ is the $i$-th fading coefficient, $z_i \in \mathbb{R}^L$ is the $i$-th noise vector, with i.i.d. samples $\sim \mathcal{N}(0, \sigma^2)$, with $\sigma^2 = 1/2$, and $L$ is the block length. Let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{n_c}) \in \mathbb{R}^{n_c}$ denote the vector of fading coefficients, fixed for the duration of a frame (or codeword). Therefore, the transmission of one frame involves $N_f = n_c L$ channel uses. In compact matrix form we write

$$Y = \sqrt{\gamma} \operatorname{diag}(\alpha) X + Z$$

where $Y = [y_1, \ldots, y_{n_c}]^T \in \mathbb{R}^{n_c \times L}$, $X = [x_1, \ldots, x_{n_c}]^T \in \mathbb{R}^{n_c \times L}$ and $Z = [z_1, \ldots, z_{n_c}]^T \in \mathbb{R}^{n_c \times L}$. We assume that the fading coefficients are Rayleigh distributed [3] and i.i.d. from block to block and from frame to frame. Thus, the average received signal-to-noise ratio (SNR) $\gamma$ is $\gamma$. Furthermore, we assume perfect channel state information (CSI) at the receiver and no CSI at the transmitter, namely, the receiver has perfectly estimated the fading coefficients. We consider binary transmission only, i.e., $x_i \in \{+1, -1\}^L$ for $i = 1, \ldots, n_c$. In particular, we consider linear binary codes $C \subseteq \mathbb{F}_2^N$ of length $N_f$, dimension $K_f$ and rate $R = K_f / N_f$. Thus, $\gamma = R \frac{K_f}{N_f}$.

Throughout the paper we will use the standard notation $C = (n, k, d_{\min})$ to denote a code of length $n$, dimension $k$ and minimum distance $d_{\min}$.

In this paper we study the error probability binary codes in the block-fading channel. We first review the fundamental limits of the channel, namely the information outage probability. In passing, we introduce the concept of outage boundary region, which is a graphical way to illustrate failures in the decoding process. We study algebraic binary block codes and parallel turbo codes, and we will discuss on their respective capabilities of approaching the fundamental limits of the channel.

II. OUTAGE PROBABILITY AND OUTAGE BOUNDARIES IN THE FADING SPACE

For a particular channel realization $\alpha$ and SNR $\gamma$, the instantaneous mutual information between the input and output of the channel is given by

$$I(\gamma, \alpha) = \frac{1}{n_c} \sum_{i=1}^{n_c} I_{\text{AWGN}}(\gamma \alpha_i^2)$$

where $I_{\text{AWGN}}(s)$ is the mutual information of an AWGN channel with SNR $s$. The block-fading channel is also commonly referred to as non-ergodic since, as $n_c$ does not tend to infinity, $I(\gamma, \alpha)$ is a random variable. Therefore, strictly speaking, the capacity of the block-fading channel is zero since there is an irreducible probability that the decoder makes a frame error. In the limit of large frame length, this probability is the information outage probability defined as [1], [2],

$$P_{\text{out}}(\gamma, R) = \Pr\{I(\gamma, \alpha) \leq R\}$$

where $R$ is the transmission rate in bits per channel use.

Remark 1: The information outage probability $P_{\text{out}}(\gamma, R)$ represents the best achievable frame error rate for large enough frame length. Therefore, any code aiming at approaching $P_{\text{out}}(\gamma, R)$ should have a frame error probability that, for large enough frame length, becomes independent of the frame length [4]. Conversely, if the frame error probability of a given code grows with the frame length it cannot aproach the limit established by $P_{\text{out}}(\gamma, R)$ in a meaningful way.

For large SNR, $P_{\text{out}}(\gamma, R) \sim K^{d_{\text{div}}}$, where $K$ is the optimal coding gain independent of $\gamma$ and $d_{\text{div}}$ is referred to as SNR exponent or diversity [4]. The optimal exponent corresponds to full diversity, i.e., $d_{\text{div}} = n_c$ and it is achieved by Gaussian inputs [4, Lem. 1]. Under the assumption of binary phase shift-keying (BPSK) inputs, the best achievable
SNR exponent for large enough frame length is given by the Singleton bound [4, Cor. 1]
\[ d_{\text{bpsk}} \triangleq 1 + \lfloor n_c (1 - R) \rfloor. \]  
(5)
The Singleton bound thus establishes the optimal rate-diversity tradeoff and dictates that the diversity achieved by any binary coding scheme \( C \) will be at most \( d_{\text{bpsk}} \). Interestingly, the Singleton bound is also the largest possible minimum distance (also commonly referred to as block diversity) of \( C \) interpreted as a code of length \( n_c \) constructed over an alphabet of size \( 2^L \) [5]. Eq. (5) also implies that good codes should be able to decode under any combination of \( d_{\text{bpsk}} + 1 \) deep fades.

In order to better understand how to approach the outage probability limit, we here introduce the concept of outage region and outage boundary.  

Definition 1: The outage region for a given SNR \( \gamma \) and transmission rate \( R \), denoted by \( R_{\text{out}}(\gamma, R) \) is
\[ R_{\text{out}}(\gamma, R) \triangleq \{ \alpha \in R_{+}^n : I(\gamma, \alpha) \geq R \} \]
in the Euclidean space defined by the fading coefficients \( \alpha \). The outage probability is thus given by
\[ P_{\text{out}}(\gamma, R) = \int_{\alpha \in R_{\text{out}}(\gamma, R)} p(\alpha) d\alpha. \]  
(6)

Definition 2: The outage boundary for a given SNR \( \gamma \) and transmission rate \( R \), denoted by \( B_{\text{out}}(\gamma, R) \) is given by the boundary of \( R_{\text{out}}(\gamma, R) \)
\[ B_{\text{out}}(\gamma, R) \triangleq \{ \alpha \in R_{+}^n : I(\gamma, \alpha) = R \} \]
in the Euclidean space defined by the fading coefficients \( \alpha \). Therefore we have the following results.

Proposition 1: The optimal outage boundary \( B_{\text{out}}^{\text{gauss}}(\gamma, R) \) achievable by Gaussian channel inputs is given by the set of fading points satisfying
\[ \prod_{i=1}^{n_c} (1 + 2\gamma \alpha_i^2) = 2^{2Rn_c}. \]

Proof: \( B_{\text{out}}^{\text{gauss}}(\gamma, R) \) is simply given by the points satisfying \( I(\gamma, \alpha) = R \). Using the fact that for real Gaussian inputs \( I_{\text{AWGN}}(s) = \frac{1}{2} \log_2(1 + 2s) \) the result follows.

Proposition 2: The outage boundary \( B_{\text{out}}^{\text{bpsk}}(\gamma, R) \) achievable with BPSK channel inputs is given by the set of fading points satisfying
\[ E_\gamma \left[ \log_2 \left( \prod_{i=1}^{n_c} \left( 1 + e^{-2(\gamma \alpha_i^2 + \sqrt{\gamma} \alpha_i)Z} \right) \right) \right] = n_c(1 - R) \]
where \( Z \sim N(0, 1) \).

Proof: \( B_{\text{out}}^{\text{bpsk}}(\gamma, R) \) is simply given by the points satisfying \( I(\gamma, \alpha) = R \). Using the fact that for real BPSK inputs
\[ I_{\text{AWGN}}(s) = 1 - E_\gamma \left[ \log_2 \left( 1 + e^{-2(s + \sqrt{\gamma} Z)} \right) \right] \]
where \( Z \sim N(0, 1) \), the result follows.

Figure 1 shows the outage boundaries \( B_{\text{out}}^{\text{gauss}}(\gamma, R) \) and \( B_{\text{out}}^{\text{bpsk}}(\gamma, R) \) in a block-fading channel with \( n_c = 2, R = \frac{1}{2} \) and \( \gamma N_0 = 8 \) dB. We also show the line \( \alpha_1 = \alpha_2 = \cdots = \alpha_n \), which we call ergodic line. This line corresponds to an ergodic AWGN channel with SNR = \( \gamma \alpha^2 \). The first observation is that, since the fading coefficients are i.i.d., \( B_{\text{out}}^{\text{gauss}}(\gamma, R) \) and \( B_{\text{out}}^{\text{bpsk}}(\gamma, R) \) are symmetric with respect to the ergodic line. We also observe that \( B_{\text{out}}^{\text{gauss}}(\gamma, R) \) and \( B_{\text{out}}^{\text{bpsk}}(\gamma, R) \) have essentially much different shapes. This is due to the fact that \( R = \frac{1}{2} \) is the largest possible rate for binary codes with full diversity. Since for BPSK \( I_{\text{AWGN}}(s) \to 1 \) only for \( s \to \infty \), we see from (3) that when one of the fading coefficients is very small, the other has to be very large in order to make \( I(\gamma, \alpha) = R \). Thus, \( B_{\text{out}}^{\text{bpsk}}(\gamma, \frac{1}{n_c}) \) will only touch the axis in the limit.

III. CODE OUTAGE BOUNDARIES AND CHANNEL MULTIPLEXERS

In this section we introduce outline the basic code design guidelines and we will introduce the code outage boundaries. As mentioned in the previous section, we can interpret the diversity as the minimum Hamming distance of a code of length \( n_c \) constructed over an alphabet of size \( 2^L \) [5]. Formally we have

Definition 3: We define the block diversity of \( C \) as
\[ \delta \overset{\Delta}{=} \min \left\{ d | i \in \{1, \ldots, n_c\} \mid x_i \neq 0 \right\}. \]  
(7)
In words, \( \delta \) represents the limit number of deep faded blocks that \( C \) can tolerate. Obviously \( \delta \leq d_{\text{bpsk}} \). Eq. (5) reveals that the largest rate that can achieve full diversity is \( R = \frac{1}{n_c} \). In this work, we focus on full diversity codes. Codes for the more general setting are studied in [5], [8], [4].
The frame error probability of a code $C$ is given by

$$P_e^C(\gamma) = \mathbb{E} \left[ P_e^C(\gamma | \alpha) \right]$$

(8)

where $P_e^C(\gamma | \alpha)$ is the conditional error probability. Using the tight upper bound of Malkamaki and Leib in [9], we can write

$$P_e^C(\gamma) \leq \mathbb{E} \left[ \min \left\{ 1, \sum_w A_w P_e^C(\gamma, w, \alpha) \right\} \right]$$

(9)

where $w = (w_1, \ldots, w_n)$ is the Hamming weight vector, $A_w$ is the number of codewords of $C$ that have Hamming weight vector $w$, which we nickname the multiplexed weight enumerator, and

$$P_e^C(\gamma, w, \alpha) = Q \left( \frac{1}{2} \alpha^2 \right) \leq \frac{1}{2} \exp \left( -\gamma \sum_{i=1}^{n_c} w_i \alpha_i^2 \right)$$

(11)

is the corresponding pairwise error probability. We can now easily define the code outage region and code outage boundary as

**Definition 4**: The outage region for a given code $C$ and SNR $\gamma$, denoted by $\mathcal{R}_{\text{out}}(\gamma, C)$ is defined as

$$\mathcal{R}_{\text{out}}(\gamma, C) \triangleq \left\{ \alpha \in \mathbb{R}_{+}^{n_c} : \sum_w A_w P_e^C(\gamma, w, \alpha) \geq 1 \right\}$$

in the Euclidean space defined by the fading coefficients $\alpha$.

**Definition 5**: The outage boundary for a given code $C$ and SNR $\gamma$, denoted by $\mathcal{B}_{\text{out}}(\gamma, C)$ is defined as the boundary of $\mathcal{R}_{\text{out}}(\gamma, C)$

$$\mathcal{B}_{\text{out}}(\gamma, C) \triangleq \left\{ \alpha \in \mathbb{R}_{+}^{n_c} : \sum_w A_w P_e^C(\gamma, w, \alpha) = 1 \right\}$$

in the Euclidean space defined by the fading coefficients $\alpha$.

The previous definition separates the code outage region $\mathcal{R}_{\text{out}}(\gamma, C)$ and the noise region defined as its complement. The error probability is thus dominated by code outages when $\alpha \in \mathcal{R}_{\text{out}}(\gamma, C)$ and by noise elsewhere. In order to achieve reliable communication over the block-fading channel, we will design codes that achieve the optimal tradeoff given by the Singleton bound and have a coding gain that is as close as possible to $K$. This implies that, the code outage boundary $\mathcal{B}_{\text{out}}(\gamma, C)$ should be as close to $\mathcal{B}_{\text{out}}(\gamma, R)$ as possible and, as the block length grows, the contribution of the noise region should be negligible. This unveils some sort of threshold effect which, as we shall see in the following, is the key to approach the outage probability limit. Figure 1 also implies that a given code has full diversity if and only if its corresponding boundary approaches all the $n_c$ axis.

Constructing full diversity codes is however non trivial, as illustrated by the following example. Consider a repetition code of length $N_f = 8$ and rate $R = \frac{1}{2}$, to be transmitted over a block-fading channel with $n_c = 2$. Obviously there are multiple ways of allocating its coded bits to the channel blocks. One such method is to alternatively allocate one coded bit to each block. This method obviously benefits from the inherent diversity in the repetition code, since in case of one block in deep fade the decoder can still correctly decode. However, consider for example the case where the first 4 coded bits are mapped onto the first block and the rest to the second. In this case, if one block is in deep fade it might happen that the decoder has more than one codeword to choose from, and thus, will make an error. In the following, we generalize this idea and introduce the notion of channel multiplexer, which is a particular type of interleaver that maps the output of the encoder to the $n_c$ different channel coefficients. A channel multiplexer allocates the bits at the output of the encoder to the matrix $X$. Once the coded bit has been allocated a channel block, since the channel is fixed for $L$ consecutive coded bits and the noise is independent, the actual time index is irrelevant for diversity purposes.

**Definition 6**: A channel multiplexer is a bijection from the set $\{1, \ldots, N_f\}$ to the set $\{1, \ldots, n_c\}^L$, where the superscript denotes cartesian product.

The channel multiplexers corresponding to the previous example are (1 2 1 2 1 2 1) and (1 1 1 2 2 2) respectively. For a given code $C$ transmitted over a block-fading channel with $n_c$ states, the total number of multiplexers is $(N_f)!/(L!^{n_c})$. A multiplexer is said to be regular if it has a periodic pattern. The number of regular multiplexers of period $p$ reduces then to $(p!)/(p/n_c)!$ for $n_c$. The two multiplexers of the previous example are obviously regular. Note that the channel multiplexer is therefore a key element in the system: it enables the code to achieve diversity.

In the following sections, we study specific code constructions. In particular we consider algebraic binary block codes and parallel turbo codes combined with a variety of channel multiplexers.

**IV. Binary Block Codes**

In this section we study the error probability of binary block codes in the block-fading channel. We construct $C$ as the direct sum of $N$ small block codes of the same rate $C_0 = (n, k, d_{\text{min}})$. Thus $N_f = nN$ and $K_f = kN$. For such a construction, we can upperbound the error probability of $C$ as

$$P_e^C(\gamma) = \mathbb{E} \left[ 1 - (1 - P_e^{C_0} (\gamma | \alpha))^N \right]$$

(12)

where $P_e^{C_0} (\gamma | \alpha)$ is the conditional error probability of the short block code $C_0$. We can thus, upperbound (9) as

$$P_e^C(\gamma) \leq \mathbb{E} \left[ \min \left\{ 1, N \sum_w A_w P_e^{C_0} (\gamma, w, \alpha) \right\} \right]$$

(13)

where $A_w^{C_0}$ is the number of codewords of $C_0$ with Hamming weight vector $w$ and $P_e^{C_0} (\gamma, w, \alpha)$ is the corresponding pairwise error probability. Thus, in this case, the outage region and boundary can be written as

$$\mathcal{R}_{\text{out}}(\gamma, C) = \left\{ \alpha \in \mathbb{R}_{+}^{n_c} : \sum_w A_w^{C_0} P_e^{C_0} (\gamma, w, \alpha) \geq \frac{1}{N} \right\}$$

(11)

$$\mathcal{B}_{\text{out}}(\gamma, C) = \left\{ \alpha \in \mathbb{R}_{+}^{n_c} : \sum_w A_w^{C_0} P_e^{C_0} (\gamma, w, \alpha) = \frac{1}{N} \right\}.$$
Using these definitions, we can rewrite (13) as
\[
P_e^C(\gamma) \leq \int_{\alpha \in \mathbb{R}_+^n} p(\alpha) d\alpha
\]
(14)
\[
+ \int_{\alpha \notin \mathbb{R}_+^n} N P_e^C(\gamma|\alpha) p(\alpha) d\alpha
\]
(15)
\[
\leq \int_{\alpha \in R_{out}(\gamma,C)} p(\alpha) d\alpha
\]
(16)
\[
+ \int_{\alpha \notin R_{out}(\gamma,C)} \frac{N}{2} \sum_w A_w^C \varepsilon^{-\gamma \sum_{i=1}^{n_c} w_i \alpha^2} p(\alpha) d\alpha
\]
(17)
\[
= \mathcal{P}_{out}^C(\gamma) + \mathcal{P}_{noise}^C(\gamma)
\]
(18)
where
\[
\mathbb{R}_{out}(\gamma,C) \triangleq \left\{ \alpha \in \mathbb{R}_+^{n_c} : \sum_w A_w^C \varepsilon^{-\gamma \sum_{i=1}^{n_c} w_i \alpha^2} \geq \frac{2}{N} \right\}
\]
(19)
is the code outage region using the exponential function. Obviously we have that \( R_{out}(\gamma,C) \subseteq R_{out}(\gamma,C) \). Equation (18) defines the integrals \( \mathcal{P}_{out}^C(\gamma) \) and \( \mathcal{P}_{noise}^C(\gamma) \) to be the contributions of code outages due to fading and noise respectively. Let now
\[
A^C(\gamma) = \sum_w A_w^C W^w
\]
denote the weight enumerator polynomial of \( C_0 \) [10] and let
\[
A^C(\gamma) = \sum_w A_w^C W_1^{w_1} \ldots W_{n_c}^{w_{n_c}}
\]
denote the multiplexed weight enumerator polynomial, where \( W = (W_1, \ldots, W_{n_c}) \) denotes the vector of dummy variables and \( A_w^C \) is the number of codewords of \( C_0 \) of Hamming weight \( w = \sum_{i=1}^{n_c} w_i \) for which the multiplexer assigns Hamming weight \( w_i \) to channel block \( i \), for \( i = 1, \ldots, n_c \). Obviously, \( A^C(\gamma, W, \ldots, W) = A^C(W) \). A code \( C_0 \) associated to a given channel multiplexer has full block diversity if and only if \( A^C(W) - 1 \) is divisible by \( W \). The number of distinct multiplexed weight enumerators \( A^C(W) \) depends on the algebraic structure of \( C_0 \). Some examples are given in Table I, e.g. the \((6,3,3)\) code obtained by shortening the \((7,4,3)\) Hamming code has 3 distinct \( A^C(W) \) polynomials. The 70 multiplexers of the \((8,4,4)\) extended Hamming codes are grouped in two classes only, with two distinct \( A^C(W_1, W_2) \) polynomials. The first with diversity 1 is
\[
A^C(W_1, W_2) = 1 + W_2^4 + 12 W_1^2 W_2^2 + W_1^4 + W_1^2 W_2^4
\]
(20)
and the second with diversity 2 is
\[
A^C(W_1, W_2) = 1 + 6 W_1^2 W_2^2 + 4 W_1^3 W_2 + 4 W_1 W_2^3 + W_1^4 W_2^4.
\]
(21)
Figure 2 shows the outage boundaries \( B_{out}(\gamma,C) \) for the extended Hamming code \( C_0 = (8,4,4) \) with \( N = 100, 1000, 10000 \) and multiplexer (21) in a block-fading channel with \( n_c = 2 \) and \( \frac{E_b}{N_0} = 8 \) dB. We observe that the outage region remarkably increases with \( N \), which implies that the error probability increases with \( N \), and thus this construction cannot be outage achieving. In the light of these results, we are interested in knowing the growth rate with \( N \). Since the weight enumerator grows linearly with \( N \), at a first glance, one might argue that the growth is linear with \( N \). This is precisely

the answer for ergodic channels, but in non-ergodic channels, as we will show in the following, the growth is logarithmic. Throughout this section we will use \( C_0 = (8,4,4) \) extensively, as it is a simple case that captures the essential behavior of this family of codes. To illustrate the logarithmic growth, Figure 3 illustrates the simulated frame error probability for the \( C_0 = (8,4,4) \) code. For a fixed \( \frac{E_b}{N_0} \), as \( N \) increases, the error probability does not grow linearly but logarithmically.

In order to analyze the growth behavior with \( N \), we introduce some new definitions.

**Definition 7:** We define
\[
S_i(\gamma,C) \triangleq \left\{ \alpha \in \mathbb{R}_+^{n_c} : \| \alpha \|^2 \leq R_i^2 \right\}
\]
(22)
where
\[
R_i^2 \triangleq \frac{1}{\gamma w_{i,min}} \log \left( \frac{NA_{w_{i,min}}}{2} \right)
\]
(23)
TABLE I
SOME RATE 1/2 BLOCK CODES FOR nc = 2 BLOCK FADING CHANNELS.

<table>
<thead>
<tr>
<th>Block code</th>
<th>Total number of multiplexers</th>
<th>Number of multiplexing classes</th>
<th>Population per class</th>
<th>Diversity order</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10, 5, 4)</td>
<td>252</td>
<td>14</td>
<td>6^2, 12^2, 24^1</td>
<td>2</td>
</tr>
<tr>
<td>(8, 4, 4)</td>
<td>70</td>
<td>2</td>
<td>1^4, 56^1</td>
<td>2</td>
</tr>
<tr>
<td>(8, 4, 3)</td>
<td>70</td>
<td>13</td>
<td>1^2, 4^2, 8^1</td>
<td>1</td>
</tr>
<tr>
<td>(6, 3, 3)</td>
<td>20</td>
<td>3</td>
<td>4^2, 12^1</td>
<td>1</td>
</tr>
</tbody>
</table>

$w_{i, \text{min}}$ is the absolute minimum Hamming weight allocated to block $i$ and $A_{w_{i, \text{min}}}^c$ is the corresponding total number of codewords in $C_0$ that allocate weight $w_{i, \text{min}}$ to block $i$. We denote by $\delta_{\text{max}}(\gamma, C)$ the sphere of radius

$$R_{\text{max}}^2 = \max_{1, \ldots, n_c} \{ R_i^2 \} = R_i^2$$

with

$$t = \arg \min_{1, \ldots, n_c} \{ w_{i, \text{min}}, \ldots, w_{n_c, \text{min}} \}. \quad (25)$$

In words, definition 7 defines $n_c$ spheres with radii are obtained by solving (19) for $\alpha_i$ by letting $\alpha_j = 0$ for $j \neq i$ and $\gamma$ large enough.

**Proposition 3:** For large enough $\gamma$, $\tilde{R}_{\text{out}}(\gamma, C) \subseteq S_{\text{max}}(\gamma, C)$.

**Proof:** Let $C_0'$ denote a code whose multiplexed weight enumerator is given by

$$A_{w_{i, \text{min}}}^c(W) = \sum_w A_{w_{i, \text{min}}}^c W_1^{w_1} \cdots W_{n_c}^{w_{n_c}}$$

where every possible Hamming weight vector $w$ of $C_0$ is replaced in $C_0'$ by a vector $\omega_w = (\omega_w, \ldots, \omega_w)$ with

$$\omega_w \overset{\Delta}{=} \min_{1, \ldots, n_c} \{ w_1, \ldots, w_{n_c} \}. \quad (27)$$

That is, $C_0'$ has Hamming weight vectors with equal weight (the minimum component of $w$) on every block with the same coefficients $A_{w_{i, \text{min}}}^c$. Therefore,

$$\tilde{R}_{\text{out}}(\gamma, C') = \left\{ \alpha \in \mathbb{R}_{++}^{n_c} : \sum_w A_{w_{i, \text{min}}}^c e^{-\gamma \omega_w} \sum_{i=1}^{n_c} \alpha_i \geq \frac{2}{N} \right\}$$

Then, for large $\gamma$, $\tilde{R}_{\text{out}}(\gamma, C') \to S_{\text{max}}(\gamma, C)$. Since the boundary $B_{\text{out}}(\gamma, C')$ is defined as the $\alpha \in \mathbb{R}_{++}^{n_c}$ satisfying that

$$\frac{2}{N} = \sum_w A_{w_{i, \text{min}}}^c e^{-\gamma \omega_w} \sum_{i=1}^{n_c} \alpha_i \quad (29)$$

and we have that

$$\sum_w A_{w_{i, \text{min}}}^c e^{-\gamma \omega_w} \sum_{i=1}^{n_c} \alpha_i \geq \sum_w A_{w_{i, \text{min}}}^c e^{-\gamma \sum_{i=1}^{n_c} \omega_i \alpha_i} \quad (30)$$

for every $\alpha \in \mathbb{R}_{++}^{n_c}$, if we want the condition of $\tilde{R}_{\text{out}}(\gamma, C)$

$$\frac{2}{N} = \sum_w A_{w_{i, \text{min}}}^c e^{-\gamma \sum_{i=1}^{n_c} w_i \alpha_i} \quad (31)$$

to be met for a given fading vector $\tilde{\alpha}$, we need that $\tilde{\alpha}_i \leq \alpha_i$ for $i = 1, \ldots, n_c$. Summarizing, we have that the vector $\tilde{\alpha} \in B_{\text{out}}(\gamma, C)$ has to be componentwise smaller than or equal to $\alpha \in B_{\text{out}}(\gamma, C')$. Since for large $\gamma$, $\tilde{R}_{\text{out}}(\gamma, C') \to S_{\text{max}}(\gamma, C)$ we have that for large $\gamma$, $\tilde{R}_{\text{out}}(\gamma, C) \subseteq S_{\text{max}}(\gamma, C)$. Using similar arguments it is not difficult to prove that $S_{\text{out}}(\gamma, C)$ satisfies an identical property with a sphere of smaller radius.

We have the following result,

**Proposition 4:** The contribution of code outages satisfies that

$$\lim_{N \to \infty} \lim_{\gamma \to \infty} \frac{P_{\text{out}}^c(\gamma)}{\left(\log N \right)^{n_c}} = a$$

where $a$ is a constant independent of $\gamma$ and $N$.

**Proof:** Using proposition 3, we have that

$$\lim_{\gamma \to \infty} P_{\text{out}}^c(\gamma) \leq 1 - e^{-R_{\text{max}}^{2n_c}} \sum_{k=0}^{n_c-1} \frac{1}{k!} R_{\text{max}}^{2k} \quad (36)$$

$$\leq 1 - \left( 1 - R_{\text{max}}^2 \right) \sum_{k=0}^{n_c-1} \frac{1}{k!} R_{\text{max}}^{2k} \quad (37)$$

$$= R_{\text{max}}^2 - \sum_{k=1}^{n_c-1} R_{\text{max}}^{2(k-1)} + R_{\text{max}}^{2k} \quad (38)$$

Thus, the dominant term in (38) is readily seen to be $R_{\text{max}}^{2n_c}$ and we have that $P_{\text{out}}^c(\gamma)$ behaves as $R_{\text{max}}^{2n_c}$ for large enough $\gamma$, which completes the proof.

As we observe, code outages are mainly due to the code-words with minimum weight in any block, and the corresponding number of codewords. Hence, for such direct sum of short block codes, the code outages scale as $\left(\log N \right)^{n_c}$ for a fixed (large enough) $\gamma$. In fact, this result is still valid for any code construction such that the multiplexed weight enumerator grows linearly with $N$. Therefore, binary block codes obtained from trellis-terminated convolutional codes will mimic this behavior [11].
We now consider the noise integral \( \mathcal{P}_\text{noise}^C(\gamma) \). We can write

\[
\mathcal{P}_\text{noise}^C(\gamma) = \frac{N}{2} \sum_w A_w^0 \int_{\alpha \in \mathcal{R}_\text{out}(\gamma, C)} e^{-\gamma \sum_{i=1}^n w_i \alpha_i^2} p(\alpha) d\alpha
\]

\[
= \frac{N}{2} \sum_w A_w^0 \int_{\alpha \in \mathcal{R}_\text{out}(\gamma, C)} e^{-\gamma \sum_{i=1}^n w_i \alpha_i^2} p(\alpha) d\alpha
\]

\[
- \frac{N}{2} \sum_w A_w^0 \int_{\alpha \in \mathcal{R}_\text{out}(\gamma, C)} e^{-\gamma \sum_{i=1}^n w_i \alpha_i^2} p(\alpha) d\alpha
\]

\[
= \frac{N}{2} \sum_w A_w^0 \prod_{i=1}^n \frac{1}{1 + w_i \gamma}
\]

\(
- \frac{N}{2} \sum_w A_w^0 \int_{\alpha \in \mathcal{R}_\text{out}(\gamma, C)} e^{-\gamma \sum_{i=1}^n w_i \alpha_i^2} p(\alpha) d\alpha
\)

(39)

where the first term in (39) is the classical union bound [5].

We illustrate the impact of \( \mathcal{P}_\text{noise}^C(\gamma) \) by means of an example. Consider the \((8, 4, 4)\) extended Hamming code transmitted over the block-fading channel with \( n_c = 2 \). We will bound the contribution of every pairwise error event separately. In particular, we will use the ellipsoid

\[
E_1(\gamma, C) = \{ \alpha \in \mathbb{R}^n_+ : 3\alpha_1^2 + \alpha_2^2 = R_{\text{max}}^2 \}
\]

to bound the second pairwise term in (21) and the ellipsoid (see Figure 4)

\[
E_2(\gamma, C) = \{ \alpha \in \mathbb{R}^n_+ : \alpha_1^2 + 3\alpha_2^2 = R_{\text{max}}^2 \}
\]

to bound the third pairwise term in (21). The other two terms are bounded using a sphere of radius \( R_{\text{ergodic}} \) such that

\[
\sum A_w^0 e^{-\gamma \sum_{i=1}^n w_i \alpha_i^2} = \frac{2}{N}
\]

where \( w = \sum_{i=1}^{n_c} w_i \). Some tedious but otherwise straightforward algebra leads to (for large enough \( \gamma \)),

\[
\mathcal{P}_\text{noise}^C(\gamma) \leq \frac{3}{7} \log 7 N + 2 \log(2N) + 24/7
\]

(40)

Therefore, the dominant term becomes \( \mathcal{P}_\text{out}^C(\gamma) \). The ratio of the simulated error rate by the upper bounds on \( P_e^C(\gamma) \) is shown in Figure 5.

V. PARALLEL TURBO CODES

So far, we have characterized the diversity of parallel turbo codes under a variety of channel multiplexers and ML decoding. In practice, turbo-codes are decoded iteratively, using the forward-backward algorithm [13] on each component code and exchanging extrinsic information through the iterations [12]. Using iterative decoding, it is well known that turbo-codes exhibit a threshold behavior in ergodic channels. In the non-ergodic case, this threshold behavior implies that code outages are the only cause of error for sufficiently large frame length. Thus,

\[
P_e^C(\gamma) = \int_{\alpha \in \mathcal{R}_\text{out}(\gamma, C)} p(\alpha) \ d\alpha
\]

(41)

where

\[
\mathcal{R}_\text{out}(\gamma, C) = \{ \alpha \in \mathbb{R}^n_+ \mid \lim_{n_t \to \infty} \lim_{K_f \to \infty} P_e^C(\gamma | \alpha, K_f, n_t) = 1 \}
\]

(42)

Fig. 4. Outage boundary \( \mathcal{B}_\text{out}(\gamma, C) \), the spheres with radius \( R_{\text{ergodic}} \), the sphere with radius \( R_{\text{max}} \) and the ellipsoid \( E_2(\gamma, C) \) defined by one monomial in \( A(W_1, W_2) \). \( \frac{E_b}{N_0} = 8 \text{ dB} \).

Fig. 5. Ratio of the Monte Carlo simulated frame error rate by the upper bounds on \( \mathcal{P}_\text{out}^C(\gamma) \) and \( \mathcal{P}_\text{noise}^C(\gamma) \), \( C_0 = (8, 4, 4) \).

denotes the outage region of the turbo code, \( P_e^C(\gamma | \alpha, K_f, n_t) \) is the conditional error probability and \( n_t \) denotes the number of iterations of the iterative decoder. In words, \( \mathcal{R}_\text{out}(\gamma, C) \) is the fading region such that, for a fixed SNR \( \gamma \) the iterative decoder will not be able to decode. Thus, the error probability for large frame length is given by the distribution of the decoding threshold as a function of the fading.

It is possible to efficiently compute the outage boundary \( \mathcal{B}_\text{out}(\gamma, C) \). Figure 6 clearly illustrates the process. We take a grid of fading coefficients orthogonal to the BPSK outage curve and compute density evolution in all of them. If for a given fading the density evolution algorithm does not converge (thin dots), we move to the next point in the grid and run it again. The first point where the algorithm converges defines the boundary.

Brute force computation of the threshold distribution can be very complex, as for every fading realization we need a run of the density evolution algorithm. In order to reduce the complexity of the brute force density evolution algorithm we only run the algorithm whenever there is no BPSK outage and when \( \alpha_{\text{min}} \frac{E_b}{N_0} > \frac{E_l}{N_0} \), where \( \alpha_{\text{min}} = \min \alpha \) and \( \frac{E_l}{N_0} \).
is the iterative decoding threshold of the turbo-code in the AWGN channel. This preprocessing stage severely accelerates the overall algorithm and makes it practical.

Figures 7 and 8 illustrate the density evolution method used to compute the error probability. As we observe, the h-π-diag channel multiplexer (see [11] for details) is about 0.8 dB from the outage probability limit. Note that this density evolution method for very large block length gives the same results as the finite-length simulations. Therefore, this turbo-code and multiplexer can approach the outage probability limit for any block length.

VI. CONCLUSIONS

We have studied the error probability of binary codes in the block-fading channel and we have shown that short block codes and convolutional codes cannot achieve the outage probability limit as their frame error rate grows as the block length increases. We have also shown that the growth rate is logarithmic. In so doing, we have introduced the outage boundary regions, which are a useful graphical tool to understand the source of errors in the decoding process. Furthermore, we show that turbo-codes with good channel multiplexers have frame error probability independent of the block-length and we have computed the asymptotic limit using density evolution.
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